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£ Chapter Learning Outcomes J 
After completing this chapter the student will be able to: 

• Use the root locus to design cascade compensators to improve the steady-state error 
(Sections 9.1-9.2) 

• Use the root locus to design cascade compensators to improve the transient 
response (Section 9.3) 

• Use the root locus to design cascade compensators to improve both the steady-state 
error and the transient response (Section 9.4) 

• Use the root locus to design feedback compensators to improve the transient 
response (Section 9.5) 

• Realize the designed compensators physically (Section 9.6) 

( c a s e Study Learning Outcomes^ 
You will be able to demonstrate your knowledge of the chapter objectives with case 
studies as follows: 

• Given the antenna azimuth position control system shown on the front endpapers, 
you will be able to design a cascade compensator to meet transient response and 
steady-state error specifications. 

• Given the pitch or heading control system for the UFSS vehicle shown on the back 
endpapers, you will be able to design a cascade or feedback compensator to meet 
transient response specifications. 

455 



Chapter 9 Design via Root Locus 

Introduction 
In Chapter 8, we saw that the root locus graphically displayed both transient response 
and stability information. The locus can be sketched quickly to get a general idea of the 
changes in transient response generated by changes in gain. Specific points on the 
locus also can be found accurately to give quantitative design information. 

The root locus typically allows us to choose the proper loop gain to meet a 
transient response specification. As the gain is varied, we move through different 
regions of response. Setting the gain at a particular value yields the transient 
response dictated by the poles at that point on the root locus. Thus, we are limited 
to those responses that exist along the root locus. 

Improving Transient Response 
Flexibility in the design of a desired transient response can be increased if we can 
design for transient responses that are not on the root locus. Figure 9.1(a) illustrates 
the concept. Assume that the desired transient response, defined by percent over­
shoot and settling time, is represented by point B. Unfortunately, on the current root 
locus at the specified percent overshoot, we only can obtain the settling time 
represented by point A after a simple gain adjustment. Thus, our goal is to speed 
up the response at A to that of B, without affecting the percent overshoot. This 
increase in speed cannot be accomplished by a simple gain adjustment, since point B 
does not lie on the root locus. Figure 9.1(b) illustrates the improvement in the 
transient response we seek: The faster response has the same percent overshoot as 
the slower response. 

X = Closed-loop pole 
X = Open-loop pole 

s-plane 

X X X -

(a) 

Poles at B 
Poles at A 

FIGURE 9.1 a. Sample root 
locus, showing possible design 
point via gain adjustment (A) 
and desired design point that 
cannot be met via simple gain 
adjustment (B); b. responses 
from poles at A and B 



9.1 Introduction 

One way to solve our problem is to replace the existing system with a system 
whose root locus intersects the desired design point, B. Unfortunately, this replace­
ment is expensive and counterproductive. Most systems are chosen for character­
istics other than transient response. For example, an elevator cage and motor are 
chosen for speed and power. Components chosen for their transient response may 
not necessarily meet, for example, power requirements. 

Rather than change the existing system, we augment, or compensate, the 
system with additional poles and zeros, so that the compensated system has a root 
locus that goes through the desired pole location for some value of gain. One of the 
advantages of compensating a system in this way is that additional poles and zeros 
can be added at the low-power end of the system before the plant. Addition of 
compensating poles and zeros need not interfere with the power output require­
ments of the system or present additional load or design problems. The compensat­
ing poles and zeros can be generated with a passive or an active network. 

A possible disadvantage of compensating a system with additional open-loop 
poles and zeros is that the system order can increase, with a subsequent effect on the 
desired response. In Chapters 4 and 8, we discussed the effect of additional closed-
loop poles and zeros on the transient response. At the beginning of the design 
process discussed in this chapter, we determine the proper location of additional 
open-loop poles and zeros to yield the desired second-order closed-loop poles. 
However, we do not know the location of the higher-order closed-loop poles until the 
end of the design. Thus, we should evaluate the transient response through simula­
tion after the design is complete to be sure the requirements have been met. 

In Chapter 12, when we discuss state-space design, the disadvantage of finding 
the location of higher-order closed-loop poles after the design will be eliminated by 
techniques that allow the designer to specify and design the location of all the closed-
loop poles at the beginning of the design process. 

One method of compensating for transient response that will be discussed later 
is to insert a differentiator in the forward path in parallel with the gain. We can 
visualize the operation of the differentiator with the following example. Assuming a 
position control with a step input, we note that the error undergoes an initial large 
change. Differentiating this rapid change yields a large signal that drives the plant. 
The output from the differentiator is much larger than the output from the pure gain. 
This large, initial input to the plant produces a faster response. As the error 
approaches its final value, its derivative approaches zero, and the output from 
the differentiator becomes negligible compared to the output from the gain. 

Improving Steady-State Error 
Compensators are not only used to improve the transient response of a system; they 
are also used independently to improve the steady-state error characteristics. 
Previously, when the system gain was adjusted to meet the transient response 
specification, steady-state error performance deteriorated, since both the transient 
response and the static error constant were related to the gain. The higher the gain, 
the smaller the steady-state error, but the larger the percent overshoot. On the other 
hand, reducing gain to reduce overshoot increased the steady-state error. If we use 
dynamic compensators, compensating networks can be designed that will allow us to 
meet transient and steady-state error specifications simultaneously.1 We no longer 

The word dynamic describes compensators with noninstantaneous transient response. The transfer 
functions of such compensators are functions of the Laplace variable, s, rather than pure gain. 
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need to compromise between transient response and steady-state error, as long as 
the system operates in its linear range. 

In Chapter 7, we learned that steady-state error can be improved by adding an 
open-loop pole at the origin in the forward path, thus increasing the system type and 
driving the associated steady-state error to zero. This additional pole at the origin 
requires an integrator for its realization. 

In summary, then, transient response is improved with the addition of differ­
entiation, and steady-state error is improved with the addition of integration in the 
forward path. 

Configurations 
Two configurations of compensation are covered in this chapter: cascade compen­
sation and feedback compensation. These methods are modeled in Figure 9.2. With 
cascade compensation, the compensating network, Gi(s), is placed at the low-power 
end of the forward path in cascade with the plant. If feedback compensation is used, 
the compensator, H[(s), is placed in the feedback path. Both methods change the 
open-loop poles and zeros, thereby creating a new root locus that goes through the 
desired closed-loop pole location. 

Compensators 
Compensators that use pure integration for improving steady-state error or pure 
differentiation for improving transient response are defined as ideal compensators. 
Ideal compensators must be implemented with active networks, which, in the case of 
electric networks, require the use of active amplifiers and possible additional power 
sources. An advantage of ideal integral compensators is that steady-state error is 
reduced to zero. Electromechanical ideal compensators, such as tachometers, are 
often used to improve transient response, since they can be conveniently interfaced 
with the plant. 

Other design techniques that preclude the use of active devices for compen­
sation can be adopted. These compensators, which can be implemented with passive 
elements such as resistors and capacitors, do not use pure integration and differen­
tiation and are not ideal compensators. Advantages of passive networks are that they 
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are less expensive and do not require additional power sources for their operation. 
Their disadvantage is that the steady-state error is not driven to zero in cases where 
ideal compensators yield zero error. 

Thus, the choice between an active or a passive compensator revolves around 
cost, weight, desired performance, transfer function, and the interface between the 
compensator and other hardware. In Sections 9.2, 9.3, and 9.4, we first discuss 
cascade compensator design using ideal compensation and follow with cascade 
compensation using compensators that are not implemented with pure integration 
and differentiation. 

(9.2 Improving Steady-State Error 
via Cascade Compensation 

In this section, we discuss two ways to improve the steady-state error of a feedback 
control system using cascade compensation. One objective of this design is to 
improve the steady-state error without appreciably affecting the transient response. 

The first technique is ideal integral compensation, which uses a pure integrator 
to place an open-loop, forward-path pole at the origin, thus increasing the system 
type and reducing the error to zero. The second technique does not use pure 
integration. This compensation technique places the pole near the origin, and 
although it does not drive the steady-state error to zero, it does yield a measurable 
reduction in steady-state error. 

While the first technique reduces the steady-state error to zero, the compen­
sator must be implemented with active networks, such as amplifiers. The second 
technique, although it does not reduce the error to zero, does have the advantage 
that it can be implemented with a less expensive passive network that does not 
require additional power sources. 

The names associated with the compensators come either from the method of 
implementing the compensator or from the compensator's characteristics. Systems 
that feed the error forward to the plant are called proportional control systems. 
Systems that feed the integral of the error to the plant are called integral control 
systems. Finally, systems that feed the derivative of the error to the plant are called 
derivative control systems. Thus, in this section we call the ideal integral compensator 
a proportional-plus-integral (PI) controller, since the implementation, as we will see, 
consists of feeding the error (proportional) plus the integral of the error forward to 
the plant. The second technique uses what we call a lag compensator. The name of 
this compensator comes from its frequency response characteristics, which will be 
discussed in Chapter 11. Thus, we use the name PI controller interchangeably with 
ideal integral compensator, and we use the name lag compensator when the cascade 
compensator does not employ pure integration. 

Ideal Integral Compensation (PI) 
Steady-state error can be improved by placing an open-loop pole at the origin, 
because this increases the system type by one. For example, a Type 0 system 
responding to a step input with a finite error responds with zero error if the system 
type is increased by one. Active circuits can be used to place poles at the origin. Later 
in this chapter, we show how to build an integrator with active electronic circuits. 

To see how to improve the steady-state error without affecting the transient 
response, look at Figure 9.3(a). Here we have a system operating with a desirable 
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transient response generated by the closed-loop poles at A If we add a pole at the 
origin to increase the system type, the angular contribution of the open-loop poles at 
point A is no longer 180°, and the root locus no longer goes through point A, as 
shown in Figure 9.3(6). 

To solve the problem, we also add a zero close to the pole at the origin, as shown 
in Figure 9.3(c). Now the angular contribution of the compensator zero and compen­
sator pole cancel out, point A is still on the root locus, and the system type has been 
increased. Furthermore, the required gain at the dominant pole is about the same as 
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before compensation, since the ratio of lengths from the compensator pole and the 
compensator zero is approximately unity. Thus, we have improved the steady-state 
error without appreciably affecting the transient response. A compensator with a pole 
at the origin and a zero close to the pole is called an ideal integral compensator. 

In the example that follows, we demonstrate the effect of ideal integral compen­
sation. An open-loop pole will be placed at the origin to increase the system type and 
drive the steady-state error to zero. An open-loop zero will be placed very close to the 
open-loop pole at the origin so that the original closed-loop poles on the original root 
locus still remain at approximately the same points on the compensated root locus. 

Example 9.1 

Effect of an Ideal Integral Compensator 

PROBLEM: Given the system of Figure 9.4(a), operating with a damping ratio of 
0.174, show that the addition of the ideal integral compensator shown in Figure 9.4(b) 
reduces the steady-state error to zero for a step input without appreciably affecting 
transient response. The compensating network is chosen with a pole at the origin 
to increase the system type and a zero at - 0 . 1 , close to the compensator pole, so that 
the angular contribution of the compensator evaluated at the original, dominant, 
second-order poles is approximately zero. Thus, the original, dominant, second-order 
closed-loop poles are still approximately on the new root locus. 

SOLUTION: We first analyze the uncompensated system and determine the loca­
tion of the dominant, second-order poles. Next we evaluate the uncompensated 
steady-state error for a unit step input. The root locus for the uncompensated 
system is shown in Figure 9.5. 

A damping ratio of 0.174 is represented by a radial line drawn on the s-plane at 
100.02°. Searching along this line with the root locus program discussed in Appendix 
H at www.wiley.com/college/nise, we find that the dominant poles are 0.694 ± /3.926 
for a gain, K, of 164.6. Now look for the third pole on the root locus beyond —10 on 
the real axis. Using the root locus program and searching for the same gain as that of 
the dominant pair, K = 164.6, we find that the third pole is approximately at -11.61. 
This gain yields Kp = 8.23. Hence, the steady-state error is 

e(oo) = 
1 

1+KD 1 + 8.23 
= 0.108 (9.1) 
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Adding an ideal integral compensator with a zero at —0.1, as shown in Figure 
9.4(b), we obtain the root locus shown in Figure 9.6. The dominant second-order 
poles, the third pole beyond —10, and the gain are approximately the same as for 
the uncompensated system. Another section of the compensated root locus is 
between the origin and —0.1. Searching this region for the same gain at the 
dominant pair, K ~ 158.2, the fourth closed-loop pole is found at -0.0902, close 
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enough to the zero to cause pole-zero cancellation. Thus, the compensated 
system's closed-loop poles and gain are approximately the same as the un­
compensated system's closed-loop poles and gain, which indicates that the 
transient response of the compensated system is about the same as the un­
compensated system. However, the compensated system, with its pole at the 
origin, is a Type 1 system; unlike the uncompensated system, it will respond to a 
step input with zero error. 

Figure 9.7 compares the uncompensated response with the ideal integral 
compensated response. The step response of the ideal integral compensated system 
approaches unity in the steady state, while the uncompensated system approaches 
0.892. Thus, the ideal integral compensated system responds with zero steady-state 
error. The transient response of both the uncompensated and the ideal integral 
compensated systems is the same up to approximately 3 seconds. After that time the 
integrator in the compensator, shown in Figure 9.4(b), slowly compensates for the 
error until zero error is finally reached. The simulation shows that it takes 18 seconds 
for the compensated system to reach to within ±2% of the final value of unity, while 
the uncompensated system takes about 6 seconds to settle to within ±2% of its final 
value of 0.892. The compensation at first may appear to yield deterioration in the 
settling time. However, notice that the compensated system reaches the un­
compensated system's final value in about the same time. The remaining time is 
used to improve the steady-state error over that of the uncompensated system. 

A method of implementing an ideal integral compensator is shown in Figure 9.8. 
The compensating network precedes G(s) and is an ideal integral compensator since 

Kils 
Gc(s)=Ki+ — = (9.2) 

Integral (I) 

FIGURE 9.8 PI controller 
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The value of the zero can be adjusted by varying K%/Kh In this implementation, the 
error and the integral of the error are fed forward to the plant, G(s). Since Figure 9.8 
has both proportional and integral control, the ideal integral controller, or compen­
sator, is given the alternate name PI controller. Later in the chapter we will see how to 
implement each block, K\ and K%{a, 

Lag Compensation 
Ideal integral compensation, with its pole on the origin, requires an active integrator. 
If we use passive networks, the pole and zero are moved to the left, close to the 
origin, as shown in Figure 9.9(c). One may guess that this placement of the pole, 
although it does not increase the system type, does yield an improvement in the static 
error constant over an uncompensated system. Without loss of generality, we 
demonstrate that this improvement is indeed realized for a Type 1 system. 

Assume the uncompensated system shown in Figure 9.9(a). The static error 
constant, KVo, for the system is 

Kvo = 
Kzizi 

P1P2 • • • 
(9.3) 

Assuming the lag compensator shown in Figure 9.9(6) and (c), the new static error 
constant is 

KyN — 
(KziZ2---)(zc) 

iP\P2'")iPc) 
(9.4) 

What is the effect on the transient response? Figure 9.10 shows the effect on the 
root locus of adding the lag compensator. The uncompensated system's root locus is 
shown in Figure 9.10(a), where point P is assumed to be the dominant pole. If the lag 
compensator pole and zero are close together, the angular contribution of the 
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FIGURE 9.10 Root locus: a. before lag compensation; b. after lag compensation 

compensator to point P is approximately zero degrees. Thus, in Figure 9.10(6), where 
the compensator has been added, point P is still at approximately the same location 
on the compensated root locus. 

What is the effect on the required gain, Kl After inserting the compensator, we 
find that K is virtually the same for the uncompensated and compensated systems, 
since the lengths of the vectors drawn from the lag compensator are approximately 
equal and all other vectors have not changed appreciably. 

Now, what improvement can we expect in the steady-state error? Since we 
established that the gain, K, is about the same for the uncompensated and compen­
sated systems, we can substitute Eq. (9.3) into (9.4) and obtain 

KVN=KVo^>KVo (9.5) 

Equation (9.5) shows that the improvement in the compensated system's Kv 

over the uncompensated system's Kv is equal to the ratio of the magnitude of the 
compensator zero to the compensator pole. In order to keep the transient response 
unchanged, we know the compensator pole and zero must be close to each other. 
The only way the ratio of zc to pc can be large in order to yield an appreciable 
improvement in steady-state error and simultaneously have the compensator's 
pole and zero close to each other to minimize the angular contribution is to place 
the compensator's pole-zero pair close to the origin. For example, the ratio of zc to 
pc can be equal to 10 if the pole is at -0.001 and the zero is at -0.01. Thus, the ratio 
is 10, yet the pole and zero are very close, and the angular contribution of the 
compensator is small. 

In conclusion, although the ideal compensator drives the steady-state error 
to zero, a lag compensator with a pole that is not at the origin will improve the 
static error constant by a factor equal to zc/pc- There also will be a minimal effect 
upon the transient response if the pole-zero pair of the compensator is placed 
close to the origin. Later in the chapter we show circuit configurations for the lag 
compensator. These circuit configurations can be obtained with passive networks 
and thus do not require the active amplifiers and possible additional power 
supplies that are required by the ideal integral (PI) compensator. In the following 
example we design a lag compensator to yield a specified improvement in steady-
state error. 
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Example 9.2 

Lag Compensator Design 

PROBLEM: Compensate the system of Figure 9.4(a), whose root locus is shown in 
Figure 9.5, to improve the steady-state error by a factor of 10 if the system is 
operating with a damping ratio of 0.174. 

SOLUTION: The uncompensated system error from Example 9.1 was 0.108 with 
Kp = 8.23. A tenfold improvement means a steady-state error of 

e(oo)=5^? = 0.0108 

Since 

e(oo) = 
1 

= 0.0108 
1+KP 

rearranging and solving for the required Kp yields 

1 - <?(oo) 1 - 0.0108 
Kp = 

e oo 0.0108 
= 91.59 

(9.6) 

(9.7) 

(9.8) 

The improvement in Kp from the uncompensated system to the compensated 
system is the required ratio of the compensator zero to the compensator pole, or 

Zc 

Pc 
PN 

Po 

91.59 
8.23 

= 11.13 

Arbitrarily selecting 

we use Eq. (9.9) and find 

p c = 0.01 

zc = 11.13pc« 0.111 

(9.9) 

(9.10) 

(9.11] 

Let us now compare the compensated system, shown in Figure 9.11, with the 
uncompensated system. First sketch the root locus of the compensated system, as 
shown in Figure 9.12. Next search along the £ = 0.174 line for a multiple of 180° and 
find that the second-order dominant poles are at —0.678 ±/3.836 with a gain, K, of 
158.1, The third and fourth closed-loop poles are at -11.55 and -0.101, respec­
tively, and are found by searching the real axis for a gain equal to that of the 
dominant poles. All transient and steady-state results for both the uncompensated 
and the compensated systems are shown in Table 9.1. 

The fourth pole of the compensated system cancels its zero. This leaves the 
remaining three closed-loop poles of the compensated system very close in value to 
the three closed-loop poles of the uncompensated system. Hence, the transient 

FIGURE 9.11 Compensated 
system for Example 9.2 
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response of both systems is approximately the same, as is the system gain, but notice 
that the steady-state error of the compensated system is 1/9.818 that of the un­
compensated system and is close to the design specification of a tenfold improvement. 

Figure 9.13 shows the effect of the lag compensator in the time domain. Even 
though the transient responses of the uncompensated and lag-compensated sys­
tems are the same, the lag-compensated system exhibits less steady-state error by 
approaching unity more closely than the uncompensated system. 

We now examine another design possibility for the lag compensator and 
compare the response to Figure 9.13. Let us assume a lag compensator whose pole 
and zero are 10 times as close to the origin as in the previous design. The results are 
compared in Figure 9.14. Even though both responses will eventually reach 
approximately the same steady-state value, the lag compensator previously de­
signed, Gc(s) = (s + 0.111)/(s + 0.01), approaches the final value faster than the 
proposed lag compensator, Gc(s) = (s + 0.0111)/(5 + 0.001). We can explain this 
phenomenon as follows. From Table 9.1, the previously designed lag compensator 

TABLE 9.1 Predicted characteristics of uncompensated and lag-compensated systems for 
Example 9.2 

Parameter 

Plant and compensator 

K 

*P 

e(oo) 

Dominant second-order poles 
Third pole 

Fourth pole 

Zero 

Uncompensated 

K 

(s + l)(s + 2)(s + l0) 
164.6 

8.23 

0.108 

-0.694+)3.926 

-11.61 
None 

None 

Lag-compensated 

K{s + 0.111) 
{S + 1)(5 + 2)(.5 +10)(5+ 0.01) 

158.1 

87.75 

0.011 

-0.678+/3.836 
-11.55 

-0.101 

-0.111 

FIGURE 9.12 Root locus for 
compensated system of 
Figure 9.11 

Trylt 9.1 

Use the following MATLAB 
and Control System Toolbox 
statements to reproduce 
Figure 9.13. 

Gu=zpk([], . . . 
[-1 -2 -10] , 164 . 6); 

Gc=zpk([-0.111], . . . 
[-0.01],1); 
Gce=Gu*Gc; 
Tu=f eedback (Gu, 1); 
Tc=feedback(Gce, 1); 
step(Tu) 
hold 
step(Tc) 
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FIGURE 9.13 Step responses 
of uncompensated and 
lag-compensated systems for 
Example 9.2 

FIG U R E 9.14 Step responses 
of the system for Example 9.2 
using different lag 
compensators 
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has a fourth closed-loop pole at -0.101. Using the same analysis for the new lag 
compensator with its open-loop pole 10 times as close to the imaginary axis, we 
find its fourth closed-loop pole at -0 .01, Thus, the new lag compensator has a 
closed-loop pole closer to the imaginary axis than the original lag compensator. 
This pole at —0.01 will produce a longer transient response than the original pole 
at -0.101, and the steady-state value will not be reached as quickly. 

WileyPLUS 

OJEJ 
Control Solutions 

Skill-Assessment Exercise 9.1 

PROBLEM: A unity feedback system with the forward transfer function 

G(s) = - r - ^ — 

is operating with a closed-loop step response that has 15% overshoot. Do the 
following: 

a. Evaluate the steady-state error for a unit ramp input. 

b. Design a lag compensator to improve the steady-state error by a factor of 20. 
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c. Evaluate the steady-state error for a unit ramp input to your compensated 
system. 

d. Evaluate how much improvement in steady-state error was realized. 

ANSWERS: 

a. er a m p(co) = 0.1527 

b'G^s)=sTm 
c. eramp(oo) - 0.0078 

d. 19.58 times improvement 

The complete solution is at www.wiley.com/college/nise. 

(9.3 Improving Transient Response 
via Cascade Compensation 

Since we have solved the problem of improving the steady-state error without 
affecting the transient response, let us now improve the transient response itself. In 
this section, we discuss two ways to improve the transient response of a feedback 
control system by using cascade compensation. Typically, the objective is to design a 
response that has a desirable percent overshoot and a shorter settling time than the 
uncompensated system. 

The first technique we will discuss is ideal derivative compensation. With ideal 
derivative compensation, a pure differentiator is added to the forward path of the 
feedback control system. We will see that the result of adding differentiation is the 
addition of a zero to the forward-path transfer function. This type of compensation 
requires an active network for its realization. Further, differentiation is a noisy 
process; although the level of the noise is low, the frequency of the noise is high 
compared to the signal. Thus, differentiating high-frequency noise yields a large, 
unwanted signal. 

The second technique does not use pure differentiation. Instead, it approx­
imates differentiation with a passive network by adding a zero and a more distant 
pole to the forward-path transfer function. The zero approximates pure differentia­
tion as described previously. 

As with compensation to improve steady-state error, we introduce names 
associated with the implementation of the compensators. We call an ideal deriva­
tive compensator a proportional-plus-derivative (PD) controller, since the imple­
mentation, as we will see, consists of feeding the error (proportional) plus 
the derivative of the error forward to the plant. The second technique uses a 
passive network called a lead compensator. As with the lag compensator, the name 
comes from its frequency response, which is discussed in Chapter 11. Thus, we use 
the name PD controller interchangeably with ideal derivative compensator, and 
we use the name lead compensator when the cascade compensator does not employ 
pure differentiation. 

http://www.wiley.com/college/nise
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Ideal Derivative Compensation (PD) 
The transient response of a system can be selected by choosing an appropriate 
closed-loop pole location on the s-plane. If this point is on the root locus, then a 
simple gain adjustment is all that is required in order to meet the transient response 
specification. If the closed-loop pole location is not on the root locus, then the root 
locus must be reshaped so that the compensated (new) root locus goes through the 
selected closed-loop pole location. In order to accomplish the latter task, poles and 
zeros can be added in the forward path to produce a new open-loop function whose 
root locus goes through the design point on the .y-plane. One way to speed up the 
original system that generally works is to add a single zero to the forward path. 

This zero can be represented by a compensator whose transfer function is 

Gc{s) =s + zc (9.12) 

This function, the sum of a differentiator and a pure gain, is called an ideal derivative, 
or PD controller. Judicious choice of the position of the compensator zero can 
quicken the response over the uncompensated system. In summary, transient 
responses unattainable by a simple gain adjustment can be obtained by augmenting 
the system's poles and zeros with an ideal derivative compensator. 

We now show that ideal derivative compensation speeds up the response of a 
system. Several simple examples are shown in Figure 9.15, where the uncompensated 
system of Figure 9.15(a), operating with a damping ratio of 0.4, becomes a compensated 
system by the addition of a compensating zero at —2, —3, and -4 in Figures 9.15(6), (c), 
and (d), respectively. In each design, the zero is moved to a different position, and the 
root locus is shown. For each compensated case, the dominant, second-order poles are 
farther out along the 0.4 damping ratio line than the uncompensated system. 

Each of the compensated cases has dominant poles with the same damping 
ratio as the uncompensated case. Thus, we predict that the percent overshoot will be 
the same for each case. 

Also, the compensated, dominant, closed-loop poles have more negative real 
parts than the uncompensated, dominant, closed-loop poles. Hence, we predict that 
the settling times for the compensated cases will be shorter than for the 

% = 0.4 

-0.939+./2.151 
K = 23.12 

Third 
pole 
-x - 1 —x- ' X» 

-6 -5 -4 -3 -2 
X = Closed-loop pole 
X = Open-loop pole 

(a) 

£ = 0.4 

-3 +,/6.874 
AT = 51.25 

-X-
-6 -5 -4 -5 -2 -1 

X = Closed-loop pole 
X = Open-loop pole 

(b) 
9.15 Using ideal derivative compensation: a. uncompensated; b. compensator zero at - 2 ; (figure continues) 
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C= 0.4 

-2.437 +/5.583 
K= 35.34 

-6 -5 -4 -3 
X = Closed-loop pole 
X = Open-loop pole 

-6 -5 -4 -3 
X = Closed-loop pole 
X = Open-loop pole 

(c) id) 
FIGURE 9.15 (Continued) c. compensator zero at - 3 ; d. compensator zero at - 4 . 

uncompensated case. The compensated, dominant, closed-loop poles with the more 
negative real parts will have the shorter settling times. The system in Figure 9.15(b) 
will have the shortest settling time. 

All of the compensated systems will have smaller peak times than the 
uncompensated system, since the imaginary parts of the compensated systems 
are larger. The system of Figure 9.15(b) will have the smallest peak time. 

Also notice that as the zero is placed farther from the dominant poles, 
the closed-loop, compensated dominant poles move closer to the origin and 
to the uncompensated, dominant closed-loop poles. Table 9.2 summarizes the 

TABLE 9.2 Predicted characteristics for the systems of Figure 9.15 

Plant and compensator 

Dom, 

K 

< 

0>n 

%OS 

T.s 

TP 

KP 

e(oo) 

Third 

Zero 

poles 

pole 

Comments 

Uncompensated 

K 

(s+l)(s + 2)(s + 5) 

-0.939 ±/2.151 

23.72 

0.4 

2.347 

25.38 

4.26 

1.46 

2.372 

0.297 

-6.123 

None 

Second-order 
approx. OK 

Compensation b 

K(s + 2) 

(3+1)(5 

- 3 ± / 6 

51.25 

0.4 

7.5 

25.38 

1.33 

0.46 

10.25 

0.089 

None 

None 

Pure 

+ 2)(.9 + 5) 

874 

second-order 

Compensation c 

K(s + 3) 
(s +l)(s + 2)(s + 5) 

-2.437 ±/5.583 

35.34 

0.4 

6.091 

25.38 

1.64 

0.56 

10.6 

0.086 

-3.127 

- 3 

Second-order 
approx. OK 

Compensation d 

K(s + 4) 

(s + l)(s + 2)(s + 5) 

-1.869 ±/4.282 

20.76 

0.4 

4.673 

25.38 

2.14 

0.733 

8.304 

0.107 

-4.262 

- 4 

Second-order 
approx. OK 
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FIGURE 9.16 Uncompensated 
system and ideal derivative 
compensation solutions from 
Table 9.2 

results obtained from the root locus of each of the design cases shown in 
Figure 9.15. 

In summary, although compensation methods c and d yield slower responses 
than method b, the addition of ideal derivative compensation shortened the response 
time in each case while keeping the percent overshoot the same. This change can best 
be seen in the settling time and peak time, where there is at least a doubling of speed 
across all of the cases of compensation. An added benefit is the improvement in the 
steady-state error, even though lag compensation was not used. Here the steady-state 
error of the compensated system is at least one-third that of the uncompensated 
system, as seen by e(oo) and Kp. All systems in Table 9.2 are Type 0, and some steady-
state error is expected. The reader must not assume that, in general, improvement in 
transient response always yields an improvement in steady-state error. 

The time response of each case in Table 9.2 is shown in Figure 9.16. We see that 
the compensated responses are faster and exhibit less error than the uncompensated 
response. 

Now that we have seen what ideal derivative compensation can do, we are 
ready to design our own ideal derivative compensator to meet a transient response 
specification. Basically, we will evaluate the sum of angles from the open-loop poles 
and zeros to a design point that is the closed-loop pole that yields the desired 
transient response. The difference between 180° and the calculated angle must be the 
angular contribution of the compensator zero. Trigonometry is then used to locate 
the position of the zero to yield the required difference in angle. 

Ideal Derivative Compensator Design 

PROBLEM: Given the system of Figure 9.17, design an ideal derivative compen­
sator to yield a 16% overshoot, with a threefold reduction in settling time. 

SOLUTION: Let us first evaluate the performance of the un-
*- compensated system operating with 16% overshoot. The root locus 

for the uncompensated system is shown in Figure 9.18. Since 16% 
overshoot is equivalent to £ = 0.504, we search along that damping 

FIGURE 9.17 Feedback control system for ratio line for an odd multiple of 180° and find that the dominant, 
Example 9.3 second-order pair of poles is at -1,205 ±/2.064. Thus, the settling 

1.25 - / * ^ * ' \ S ' / 

1.00 

0.75 

0.50 

0.25 

- il / ^**v. >s 

L/ i i i _ 
1.5 3.0 

Time (seconds) 
4.5 

m +, E{s) K 
s(s + 4)(5 + 6) 
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£ = 0.504 

-1.205+72.064 
K = 43.35 

-7.59 -7 -6 -5 - 4 -3 -2 

X = Closed-loop pole 
X = Open-loop pole \ 

FIGURE 9.18 Root locus for uncompensated system shown in Figure 9.17 

s-plane 

120.26° 

time of the uncompensated system is 

T , = 
;o)„ 1.205 

= 3.320 (9.13) 

Since our evaluation of percent overshoot and settling time is based upon a 
second-order approximation, we must check the assumption by finding the third 
pole and justifying the second-order approximation. Searching beyond - 6 on 
the real axis for a gain equal to the gain of the dominant, second-order pair, 
43.35, we find a third pole at —7.59, which is over six times as far from the /Vw-axis 
as the dominant, second-order pair. We conclude that our approximation is 
valid. The transient and steady-state error characteristics of the uncompensated 
system are summarized in Table 9.3. 

Virtual Experiment 9.1 
PD Controller Design 

Put theory into practice and 
use root-locus to design a PD 
controller for the QuanserBall 
and Beam using Lab VIEW. 
The Ball and Beam is an un­
stable system, similar to exo­
thermic chemical processes 
that have to be stabilized to 
avoid overheating. 

Virtual experiments are found 
on WileyPLUS. 

TABLE 9.3 Uncompensated and compensated system characteristic of Example 9.3 

Plant and compensator 

Dominant poles 

K 

% 

(On 

%OS 

Ts 

% 
Kv 

e(oo) 

Third pole 

Zero 

Comments 

Uncompensated 

K 
s{s + 4){s + 6) 

-1.205 ±/2.064 

43.35 

0.504 

2.39 

16 

3.320 

1.522 

1.806 

0.554 

-7.591 

None 

Second-order 
approx. OK 

Simulation 

14.8 

3.6 

1.7 

Compensated 

K(s + 3.006) 
s(s + 4)(s + 6) 

-3.613 ±/6.193 

47.45 

0.504 

7.17 

16 

1.107 

0.507 

5.94 

0.168 

-2.775 

-3.006 

Pole-zero 
not canceling 

Simulation 

11.8 

1.2 

0.5 
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C = 0.504 

-3.613+J6.193 

FIGURE 9.19 Compensated 
dominant pole superimposed 
over the uncompensated root 
locus for Example 9.3 

-X-—X-
-7.59-7 - 6 -5 - 4 -3 -2 

X = Closed-loop pole 
X = Open-loop pole 

Uncompensated 
dominant pole 

-1.205 +,/2.064 

Now we proceed to compensate the system. First we find the location of the 
compensated system's dominant poles. In order to have a threefold reduction in the 
settling time, the compensated system's settling time will be one-third of Eq. (9.13). 
The new settling time will be 1.107. Therefore, the real part of the compensated 
system's dominant, second-order pole is 

r , 1.107 
= 3.613 (9.14) 

Figure 9.19 shows the designed dominant, second-order pole, with a real part equal 
to -3.613 and an imaginary part of 

o)d = 3.613 tan(180° - 120.26°) = 6.193 (9.15; 

Next we design the location of the compensator zero. Input the uncompensated 
system's poles and zeros in the root locus program as well as the design point 
-3.613 ±/6.193 as a test point. The result is the sum of the angles to the design 
point of all the poles and zeros of the compensated system except for those of 
the compensator zero itself. The difference between the result obtained and 
180° is the angular contribution required of the compensator zero. Using the 
open-loop poles shown in Figure 9.19 and the test point, -3.613 +/6.193, which 
is the desired dominant second-order pole, we obtain the sum of the angles as 
—275.6°. Hence, the angular contribution required from the compensator zero 
for the test point to be on the root locus is +275.6° — 180° = 95.6°. The geom­
etry is shown in Figure 9.20, where we now must solve for —a, the location of 
the compensator zero. 

From the figure, 

6.193 
3.613 -

= tan(180° - 95.6°) (9.16) 

Thus, a = 3.006. The complete root locus for the compensated system is shown in 
Figure 9.21. 

Table 9.3 summarizes the results for both the uncompensated system and the 
compensated system. For the uncompensated system, the estimate of the transient 



-7 -6 -5 
X = Closed-loop pole 
X = Open-loop pole 

475 

Uncompensated 
dominant pole -1-205+/2.064 

FIGURE 9.20 Evaluating the 
location of the compensating 
zero for Example 9.3 

response is accurate since the third pole is at least five times the real part of the 
dominant, second-order pair. The second-order approximation for the compen­
sated system, however, may be invalid because there is no approximate closed-
loop third-pole and zero cancellation between the closed-loop pole at -2.775 and 
the closed-loop zero at -3.006. A simulation or a partial-fraction expansion of the 
closed-loop response to compare the residue of the pole at -2.775 to the residues 
of the dominant poles at -3.613 ±/"6.193 is required. The results of a simulation 
are shown in the table's second column for the uncompensated system and the 
fourth column for the compensated system. The simulation results can be 
obtained using MATLAB (discussed at the end of this example) or a program 

C = 0.504 

-3.613+/6.193 
K = 47.45 

-7 -6 -5 

X = Closed-loop pole 
X = Open-loop pole 

120.26° 

-+- a 

FIGURE 9.21 Root locus for 
the compensated system of 
Example 9.3 
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Compensated Uncompensated 

MATLAB 

FIGURE 9.22 Uncompensated 
and compensated system step 
responses of Example 9.3 

1.5 2.0 2.5 
Time (seconds) 

like the state-space step-response program described in Appendix H.l at www. 
wiley.com/college/nise. The percent overshoot differs by 3% between the un­
compensated and compensated systems, while there is approximately a threefold 
improvement in speed as evaluated from the settling time. 

The final results are displayed in Figure 9.22, which compares the un­
compensated system and the faster compensated system. 

Students who are using MATLAB should now run ch9pl in Appendix B . 
MATLAB will be used to design a PD controller. You will input the 
desiredpercent overshoot from the keyboard. MATLAB will plot the 
root locus of the uncompensated system and the percent overshoot 
line. You will interactively select the gain, after which MATLAB 
will display the performance characteristics of the un­
compensated system and plot its step response . Using these char­
acteristics, you will input the desired settling time. MATLAB 
will design the PD controller, enumerate its performance char­
acteristics, andplot a step response . This exercise solves Exam­
ple 9 . 3 using MATLAB . 

R(s) +, 

K2s 

0__ K{ - £ ® — G(s) 

FIGURE 9.23 PD controller 

Cis) 

Once we decide on the location of the compensating zero, 
how do we implement the ideal derivative, or PD controller? The 
ideal integral compensator that improved steady-state error was 
implemented with a proportional-plus-integral (PI) controller. 
The ideal derivative compensator used to improve the transient 
response is implemented with a proportional-plus-derivative 
(PD) controller. For example, in Figure 9.23 the transfer function 
of the controller is 

Gc(s) = K2s^Kl = K2[s 
* i 

K2 

(9.17) 

Hence, K1/K2 is chosen to equal the negative of the compensator zero, and K2 is 
chosen to contribute to the required loop-gain value. Later in the chapter, we will 
study circuits that can be used to approximate differentiation and produce gain. 

While the ideal derivative compensator can improve the transient response of 
the system, it has two drawbacks. First, it requires an active circuit to perform the 

wiley.com/college/nise
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differentiation. Second, as previously mentioned, differentiation is a noisy process: 
The level of the noise is low, but the frequency of the noise is high compared to the 
signal. Differentiation of high frequencies can lead to large unwanted signals or 
saturation of amplifiers and other components. The lead compensator is a passive 
network used to overcome the disadvantages of ideal differentiation and still retain 
the ability to improve the transient response. 

Lead Compensation 
Just as the active ideal integral compensator can be approximated with a passive lag 
network, an active ideal derivative compensator can be approximated with a passive 
lead compensator. When passive networks are used, a single zero cannot be 
produced; rather, a compensator zero and a pole result. However, if the pole is 
farther from the imaginary axis than the zero, the angular contribution of the 
compensator is still positive and thus approximates an equivalent single zero. In 
other words, the angular contribution of the compensator pole subtracts from the 
angular contribution of the zero but does not preclude the use of the compensator to 
improve transient response, since the net angular contribution is positive, just as for a 
single PD controller zero. 

The advantages of a passive lead network over an active PD controller are that 
(1) no additional power supplies are required and (2) noise due to differentiation is 
reduced. The disadvantage is that the additional pole does not reduce the number of 
branches of the root locus that cross the imaginary axis into the right-half-plane, 
while the addition of the single zero of the PD controller tends to reduce the number 
of branches of the root locus that cross into the right half-plane. 

Let us first look at the concept behind lead compensation. If we select a desired 
dominant, second-order pole on the s-plane, the sum of the angles from the 
uncompensated system's poles and zeros to the design point can be found. The 
difference between 180° and the sum of the angles must be the angular contribution 
required of the compensator. 

For example, looking at Figure 9.24, we see that 

02 - 0i - 03 - 04 + 05 = (2k + l)180c (9.18) 

where (0? - 0i) = 0c is the angular contribution of the lead compensator. From 
Figure 9.24 we see that 0C is the angle of a ray extending from the design point and 
intersecting the real axis at the pole value and zero value of the compensator. Now 
visualize this ray rotating about the desired closed-loop pole location and 

Desired pole 
location 

JO) 

i 

5-plane 

FIGURE 9.24 Geomet ry of lead compensat ion 

Trylt 9.2 
Use MATLAB, the Control Sys­
tem Toobox, and the following 
steps to use SISOTOOL to per­
form the design of Example 9.3. 

1. Type SISOTOOL in the 
MATLAB Command 
Window. 

2. Select Import in the File 
menu of the SISO Design 
for SISO Design Task 
Window. 

3. In the Data field for G, type 
zpk( [ ] , [0 , -4 , -6 ) ,1 ) 
and hit ENTER on the 
keyboard. Click OK. 

4. On the Edit menu choose 
SISO Tool Preferences . . . 
and select Zero/pole/gain: 

under the Options tab. 
Click OK. 

5. Right-click on the root locus 
white space and choose De­
sign Requirements/New... 

6. Choose Percent overshoot 
and type in 16. Click OK. 

7. Right-click on the root locus 
white space and choose De­
sign Requirements/New. . . 

8. Choose Settling time and 
click OK. 

9. Drag the settling time ver­
tical line to the intersection 
of the root locus and 16% 
overshoot radial line. 

10. Read the settling time at 
the bottom of the window. 

11. Drag the settling time ver­
tical line to a settling time 
that is 1/3 of the value 
found in Step 9. 

12. Click on a red zero icon in the 
menu bar. Place the zero on 
the root locus real axis by 
clicking again on the real axis. 

13. Left-click on the real-axis 
zero and drag it along the 
real axis until the root locus 
intersects the settling time 
and percent overshoot lines. 

14. Drag a red square along the 
root locus until it is at the 
intersection of the root lo­
cus, settling time line, and 
the percent overshoot line. 

15. Click the Compensator Ed­
itor tab of the Control and 
Estimation Tools Manager 
window to see the resulting 
compensator, including the 
gain. 
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FIGURE 9.25 Three of the 
infinite possible lead 
compensator solutions 

5-plane 

intersecting the real axis at the compensator pole and zero, as illustrated in Figure 
9.25. We realize that an infinite number of lead compensators could be used to meet 
the transient response requirement. 

How do the possible lead compensators differ? The differences are in the 
values of static error constants, the gain required to reach the design point on the 
compensated root locus, the difficulty in justifying a second-order approximation 
when the design is complete, and the ensuing transient response. 

For design, we arbitrarily select either a lead compensator pole or zero and find 
the angular contribution at the design point of this pole or zero along with the system's 
open-loop poles and zeros. The difference between this angle and 180° is the required 
contribution of the remaining compensator pole or zero. Let us look at an example. 

Example 9.4 

Lead Compensator Design 

PROBLEM: Design three lead compensators for the system of Figure 9.17 that will 
reduce the settling time by a factor of 2 while maintaining 30% overshoot. Compare 

the system characteristics between the three designs. 
£=0.358 

Desired 
compensated 
dominant pole 

-2.014 +./5.252 

Uncompensated 
dominant pole 
-1.007+72.627 

K=63.21 

-*-

5-plane 

110.98° 

-7 -6 -5 -4 -3 
X = Closed-loop pole 
X = Open-loop pole 

FIGURE 9.26 Lead compensator design, showing evaluation 
of uncompensated and compensated dominant poles for 
Example 9.4 

SOLUTION: First determine the characteristics of the 
uncompensated system operating at 30% overshoot to 
see what the uncompensated settling time is. Since 30% 
overshoot is equivalent to a damping ratio of 0.358, we 
search along the £ = 0.358 line for the uncompensated 
dominant poles on the root locus, as shown in Figure 
9.26. From the pole's real part, we calculate the un­
compensated settling time as r4. = 4/1.007 = 3.972 
seconds. The remaining characteristics of the un­
compensated system are summarized in Table 9.4. 

Next we find the design point. A twofold reduc­
tion in settling time yields Ts = 3.972/2 = 1.986 sec­
onds, from which the real part of the desired pole 
location is — #% = - 4 / ¾ = -2.014. The imaginary 
part is (od = -2.014 tan(110.98°) = 5.252. 

We continue by designing the lead compensator. 
Arbitrarily assume a compensator zero at - 5 on the 
real axis as a possible solution. Using the root locus 
program, sum the angles from both this zero and the 
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TABLE 9.4 Comparison of lead compensation designs for Example 9.4 

Uncompensated Compensation a Compensation b Compensation c 

Plant and 
compensator 

Dominant poles 

K 

K 
Q}„ 

%OS* 

T/ 

Tp 

Kv 

e(oo) 

Other poles 

Zero 

Comments 

K K(s + 5) K{s + 4) K(s + 2) 
5(5 + 4)(5 + 6) s(5 + 4)(5+ 6)(^+ 42.96) .v(.v + 4)(5 + 6)(5 + 20.09) s{s + 4)(5 + 6)(5 + 8.97V 

-1.007+/2.627 

63.21 

0.358 

2.813 

30 (28) 

3.972 (4) 

1.196(1.3) 

2.634 

0.380 

-7.986 

None 

Second-order 
approx. OK 

-2.014+/5.252 

1423 

0.358 

5.625 

30 (30.7) 

1.986(2) 

0.598 (0.6) 

6.9 

0.145 

-43.8,-5.134 

- 5 

Second-order 
approx. OK 

-2.014+/5.252 

698.1 

0.358 

5.625 

30 (28.2) 

1.986 (2) 

0.598 (0.6) 

5.791 

0.173 

-22.06 

None 

Second-order 
approx. OK 

-2.014+/5.252 

345.6 

0.358 

5.625 

30 (14.5) 

1.986(1.7) 

0.598 (0.7) 

3.21 

0.312 

-13.3,-1.642 

- 2 

No pole-zero 
cancellation 

Desired 
compensated 

dominant pole 
--1/5.252 

Simulation results are shown in parentheses. 

uncompensated system's poles and zeros, using the design point as a test point. The 
resulting angle is —172.69°. The difference between this angle and 180° is the angular 
contribution required from the compensator pole in order to place the design point on 
the root locus. Hence, an angular contribution of -7.31° is required from the 
compensator pole. 

The geometry shown in Figure 9.27 is used to calculate the location of the 
compensator pole. From the figure, 

pc - 2.014 
= tan 7.3V 

from which the compensator pole is found to be 

pc = 42.96 

The compensated system root locus is sketched in Figure 9.28. 

(9.20) 

-j\. -2.014 
X = Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. 

FIGURE 9.27 5-plane picture 
used to calculate the location 
of the compensator pole for 
Example 9.4 

X X 
-42.96 ^*o-x-

-6 -5 -4 

i 

X = Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. 

A-plane 

FIGURE 9.28 Compensated 
system root locus 
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In order to justify our estimates of percent overshoot and settling time, we 
must show that the second-order approximation is valid. To perform this validity 
check, we search for the third and fourth closed-loop poles found beyond -42.96 
and between —5 and - 6 in Figure 9.28. Searching these regions for the gain equal to 
that of the compensated dominant pole, 1423, we find that the third and fourth 
poles are at -43.8 and -5.134, respectively. Since -43.8 is more than 20 times the 
real part of the dominant pole, the effect of the third closed-loop pole is negligible. 
Since the closed-loop pole at -5.134 is close to the zero at —5, we have pole-zero 
cancellation, and the second-order approximation is valid. 

All results for this design and two other designs, which place the compensator 
zero arbitrarily at —2 and —4 and follow similar design techniques, are summarized 
in Table 9.4. Each design should be verified by a simulation, which could consist of 
using MATLAB (discussed at the end of this example) or the state-space model 
and the step-response program discussed in Appendix H.l at www.wiley.com/ 
college/nise. We have performed a simulation for this design problem, and the 
results are shown by parenthetical entries next to the estimated values in the table. 
The only design that disagrees with the simulation is the case where the compen­
sator zero is at —2. For this case the closed-loop pole and zero do not cancel. 

A sketch of the root locus, which you should generate, shows why the effect of 
the zero is pronounced, causing the response to be different from that predicted. 
Placing the zero to the right of the pole at —4 creates a portion of the root locus that 
is between the origin and the zero. In other words, there is a closed-loop pole closer 
to the origin than the dominant poles, with little chance of pole-zero cancellation 
except at high gain. Thus, a quick sketch of the root locus gives us information from 
which we can make better design decisions. For this example, we want to place the 
zero on, or to the left of, the pole at —4, which gives a better chance for pole-zero 
cancellation and for a higher-order pole that is to the left of the dominant poles and 
subsequently faster. This is verified by the fact that our results show good second-
order approximations for the cases where the zero was placed at - 4 and - 5 . Again, 
decisions about where to place the zero are based on simple rules of thumb and 
must be verified by simulations at the end of the design. 

Let us now summarize the results shown in Table 9.4. First we notice 
differences in the following: 

1. The position of the arbitrarily selected zero 
2. The amount of improvement in the steady-state error 
3. The amount of required gain, K 
4. The position of the third and fourth poles and their relative effect upon the 

second-order approximation. This effect is measured by their distance from the 
dominant poles or the degree of cancellation with the closed-loop zero. 

Once a simulation verifies desired performance, the choice of compensation 
can be based upon the amount of gain required or the improvement in steady-state 
error that can be obtained without a lag compensator. 

The results of Table 9.4 are supported by simulations of the step response, 
shown in Figure 9.29 for the uncompensated system and the three lead compensa­
tion solutions. 

Students who are using MATLAB should now run ch9p2 in Appendix B. 
MATLAB will be used to design a lead compensator . You will input 
the desired percent overshoot from the keyboard. MATLAB 

http://www.wiley.com/
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Compensation a, b 
r Compensation c 

Uncompensated 

2 3 
Time (seconds) 

FIGURE 9.29 Uncompensated 
system and lead compensation 
responses for Example 9.4 

will plot the root locus of the uncompensated system and the 
percent overshoot line . You will interactively select the gain, 
after which MATLAB will display the performance characteris­
tics of the uncompensated system and plot its step response. 
Using these characteristics,you will input the desired set­
tling time and a zero value for the lead compensator .You will 
then interactively select a value for the compensator pole. 
MATLAB will respond with a root locus.You can then continue 
selecting pole values until the root locus goes through the 
desired point.MATLAB will display the lead compensator,enu­
merate its performance characteristics,and plot a step re­
sponse. This exercise solves Example 9.4 using MATLAB. 

Skill-Assessment Exercise 9.2 J 

PROBLEM: A unity feedback system with the forward transfer function 

K 
G(s) = s{s + 7) 

is operating with a closed-loop step response that has 15% overshoot. Do the 
following: 

a. Evaluate the settling time. 

b. Design a lead compensator to decrease the settling time by three times. 
Choose the compensator's zero to be at —10. 

ANSWERS: 

a. 7\ = 1.143 s 

b. Gitaii(s) = 
10 

K = 476.3 
s + 25.52' 

The complete solution is at www.wiley.com/college/nise. 

http://www.wiley.com/college/nise
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^ 9 . 4 Improving Steady-State Error and Transient Response 
We now combine the design techniques covered in Sections 9.2 and 9.3 to obtain 
improvement in steady-state error and transient response independently. Basically, 
we first improve the transient response by using the methods of Section 9.3. Then we 
improve the steady-state error of this compensated system by applying the methods 
of Section 9.2. A disadvantage of this approach is the slight decrease in the speed of 
the response when the steady-state error is improved. 

As an alternative, we can improve the steady-state error first and then follow 
with the design to improve the transient response. A disadvantage of this approach is 
that the improvement in transient response in some cases yields deterioration in the 
improvement of the steady-state error, which was designed first. In other cases, 
the improvement in transient response yields further improvement in steady-state 
errors. Thus, a system can be overdesigned with respect to steady-state errors. 
Overdesign is usually not a problem unless it affects cost or produces other design 
problems. In this textbook, we first design for transient response and then design for 
steady-state error. 

The design can use either active or passive compensators, as previously 
described. If we design an active PD controller followed by an active PI controller, 
the resulting compensator is called a proportional-plus-integral-plus-derivative 
(PID) controller. If we first design a passive lead compensator and then design a 
passive lag compensator, the resulting compensator is called a lag-lead compensator. 

PID Controller Design 
A PID controller is shown in Figure 9.30. Its transfer function is 

r>f\ V ^ K l ^ v KlS + K2 + K3s
2 

Gc{s) aJEj + — + K3s = 
s s 

K\ K2 
K3[sl + -^s + -^ Ki K-. (9.21) 

which has two zeros plus a pole at the origin. One zero and the pole at the origin can 
be designed as the ideal integral compensator; the other zero can be designed as the 
ideal derivative compensator. 

The design technique, which is demonstrated in Example 9.5, consists of the 
following steps: 

1. Evaluate the performance of the uncompensated system to determine how much 
improvement in transient response is required. 

2. Design the PD controller to meet the transient response specifications. The 
design includes the zero location and the loop gain. 

FIGURE 9.30 PID controller 

m +/c> 
"09 " 

K2s 

s 

£j 
\ -*®- G(s) 

C(s) 
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3. Simulate the system to be sure all requirements have been met. 

4. Redesign if the simulation shows that requirements have not been met. 

5. Design the PI controller to yield the required steady-state error. 

6. Determine the gains, K\, K2, and K3, in Figure 9.30. 

7. Simulate the system to be sure all requirements have been met. 

8. Redesign if simulation shows that requirements have not been met. 

Example 9.5 

PID Controller Design 

PROBLEM: Given the system of Figure 9.31, design a PID 
controller so that the system can operate with a peak time 
that is two-thirds that of the uncompensated system at 20% 
overshoot and with zero steady-state error for a step input. 

SOLUTION: Note that our solution follows the eight-step pro­
cedure described earlier. 

R(s) + d E(s) K(s + 

(s+ 3)(s + 6)(5+10) 
C(s) 

FIGURE 9.31 Uncompensated feedback control 
system for Example 9.5 

Step 1 Let us first evaluate the uncompensated system operating at 20% over­
shoot. Searching along the 20% overshoot line (£ = 0.456) in Figure 9.32, 
we find the dominant poles to be —5.415 ±/10.57 with a gain of 121.5. A 
third pole, which exists at -8.169, is found by searching the region 

( = 0.456 

-5.415+/10.57 
£=121.5 

10 ^iP ^T r̂1—* 
r ~6" , V ~3 

-8.169 -5.5 -4.6 

X = Closed-loop pole 

X = Open-loop pole 

FIGURE 9.32 Root locus for the uncompensated system of Example 9.5 
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TABLE 9.5 Predicted characteristics of uncompensated, PD-, and PID-compensated systems of Example 9.5 

Plant and compensator 

Dominant poles 

K 

% 
CO,, 

%OS 

Ts 

1 
Kp 

e(oo) 

Other poles 

Zeros 

Comments 

Uncompensated 

K{s + 8) 
(5 + 3)(5 + 6)(5 + 10) 

-5.415+/10.57 

121.5 

0.456 

11.88 

20 

0.739 

0.297 

5.4 

0.156 

-8.169 

- 8 

Second-order 
approx. OK 

PD-compensated 

K(s + 8)(5 + 55.92) 

(5 + 3)(5 + 6)(5 + 10) 

-8.13 +/15.87 

5.34 

0.456 

17.83 

20 

0.492 

0.198 

13.27 

0.070 

-8.079 

- 8 , -55.92 

Second-order 
approx. OK 

PID-compensated 

£(5 + 8)(5 + 55.92)(5 + 0.5) 
(5 + 3)(5 + 6)(5 + 10)5 

-7.516+/14.67 

4.6 

0.456 

16.49 

20 

0.532 

0.214 

0 0 

0 

-8.099, -0.468 

- 8 , -55.92, -0.5 

Zeros at -55.92 
and -0.5 not canceled 

PD-compensaled 
dominant pole 

Step 2 

between - 8 and -10 for a gain equivalent to that at the dominant poles. The 
complete performance of the uncompensated system is shown in the first 
column of Table 9.5, where we compare the calculated values to those 
obtained through simulation (Figure 9.35). We estimate that the un­
compensated system has a peak time of 0.297 second at 20% overshoot. 

To compensate the system to reduce the peak time to two-thirds of that of the 
uncompensated system, we must first find the compensated system's domi­
nant pole location. The imaginary part of the compensated dominant pole is 

1 p 

= 15.87 
(2/3)(0.297) 

Thus, the real part of the compensated dominant pole is 

= -8.13 a = 
0)d 

(9.22) 

(9.23) 

X = Closed-loop pole 

Note: This figure is not drawn to scale. 

FIGURE 9.33 Calculating the 
PD compensator zero for 
Example 9.5 

tanll7.13c 

Next we design the compensator. Using the geometry shown in Figure 9.33, 
we calculate the compensating zero's location. Using the root locus program, 
we find the sum of angles from the uncompensated system's poles and zeros to 
the desired compensated dominant pole to be -198.37°. Thus, the contribution 
required from the compensator zero is 198.37° - 180° = 18.37°. Assume that 
the compensator zero is located at — zc, as shown in Figure 9.33. Since 

! X , V - (9.24) 
Zc - 8.13 

= tan 18.37° 

then 

Zc = 55.92 (9.25) 

Thus, the PD controller is 

GPD(S) = (5 + 55.92) (9.26) 
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£=0.456 

.5-pIane 

X= Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. 

FIGURE 9.34 Root locus for PD-compensated system of Example 9.5 

The complete root locus for the PD-compensated system is sketched in 
Figure 9.34. Using a root locus program, the gain at the designpoint is 5.34. 
Complete specifications for ideal derivative compensation are shown in 
the third column of Table 9.5. 

Steps 3 and 4 We simulate the PD-compensated system, as shown in Figure 9.35. 
We see the reduction in peak time and the improvement in steady-state 
error over the uncompensated system. 
After we design the PD controller, we design the ideal integral compen­
sator to reduce the steady-state error to zero for a step input. Any ideal 
integral compensator zero will work, as long as the zero is placed close to 
the origin. Choosing the ideal integral compensator to be 

Step 5 

GafA = 
5 + 0.5 

(9.27) 

PD Uncompensated 

0.8 1.2 
Time (seconds) 

1.6 2.0 

FIGURE 9.35 Step responses 
for uncompensated, PD-
compensated, and PID-
compensated systems of 
Example 9.5 
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JO) 

C= 0.456 

PID-compensated 
dominant pole 

s-plane 

X = Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. 

FIGURE 9.36 Root locus for PID-compensated system of Example 9.5 

we sketch the root locus for the PID-compensated system, as shown in 
Figure 9.36. Searching the 0.456 damping ratio line, we find the dominant, 
second-order poles to be —7.516 ±/14.67, with an associated gain of 4.6. 
The remaining characteristics for the PID-compensated system are 
summarized in the fourth column of Table 9.5. 

Step 6 Now we determine the gains, K\,K2, and K&, in Figure 9.30. From Eqs. 
(9.26) and (9.27), the product of the gain and the PID controller is 

GPID(S) = 
K(s + 55.92) (s + 0.5) 4.6(5 + 55.92) (s + 0.5) 

4.6(5-2 + 56.42s + 27.96) 
(9.28) 

Matching Eqs. (9.21) and (9.28), Kx = 259.5, K2 = 128.6, and K3 = 4.6 

Steps 7 and 8 Returning to Figure 9.35, we summarize the results of our design. PD 
compensation improved the transient response by decreasing the time re­
quired to reach the first peak as well as yielding some improvement in the 
steady-state error. The complete PID controller further improved the steady-
state error without appreciably changing the transient response designed with 
the PD controller. As we have mentioned before, the PID controller exhibits a 
slower response, reaching the final value of unity at approximately 3 seconds. If 
this is undesirable, the speed of the system must be increased by redesigning 
the ideal derivative compensator or moving the PI controller zero farther from 
the origin. Simulation plays an important role in this type of design since our 
derived equation for settling time is not applicable for this part of the response, 
where there is a slow correction of the steady-state error. 
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Lag-Lead Compensator Design 
In the previous example, we serially combined the concepts of ideal derivative and 
ideal integral compensation to arrive at the design of a PID controller that improved 
both the transient response and the steady-state error performance. In the next 
example, we improve both transient response and the steady-state error by using a 
lead compensator and a lag compensator rather than the ideal PID. Our compensa­
tor is called a lag-lead compensator. 

We first design the lead compensator to improve the transient response. Next 
we evaluate the improvement in steady-state error still required. Finally, we design 
the lag compensator to meet the steady-state error requirement. Later in the chapter 
we show circuit designs for the passive network. The following steps summarize the 
design procedure: 

1. Evaluate the performance of the uncompensated system to determine how much 
improvement in transient response is required. 

2. Design the lead compensator to meet the transient response specifications. The 
design includes the zero location, pole location, and the loop gain. 

3. Simulate the system to be sure all requirements have been met. 

4. Redesign if the simulation shows that requirements have not been met. 

5. Evaluate the steady-state error performance for the lead-compensated system to 
determine how much more improvement in steady-state error is required. 

6. Design the lag compensator to yield the required steady-state error. 

7. Simulate the system to be sure all requirements have been met. 

8. Redesign if the simulation shows that requirements have not been met. 

Lag-Lead Compensator Design 

PROBLEM: Design a lag-lead compensator for the system of Fig­
ure 9.37 so that the system will operate with 20% overshoot and a ™$ 
twofold reduction in settling time. Further, the compensated system 
will exhibit a tenfold improvement in steady-state error for a ramp 
input. 

FIGURE 9.37 Uncompensated system for 
SOLUTION: Again, our solution follows the steps just described. Example 9.6 

Step 1 First we evaluate the performance of the uncompensated sys­
tem. Searching along the 20% overshoot line (£ = 0.456) in 
Figure 9.38, we find the dominant poles at — 1.794 ± /3.501, with a gain of 192.1. 
The performance of the uncompensated system is summarized in Table 9.6. 

Step 2 Next we begin the lead compensator design by selecting the location of the 
compensated system's dominant poles. In order to realize a twofold reduction 
in settling time, the real part of the dominant pole must be increased by a factor 
of 2, since the settling time is inversely proportional to the real part. Thus, 

-roin = -2(1.794) = -3.588 (9.29) 

The imaginary part of the design point is 

cod = ta)n tan 117.13° = 3.588 tan 117.13° = 7.003 (9.30) 

K 
s{s + 6){s + \0) 

C(s) 
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£= 0.456 

-1.794+./3.501 
K= 192.1 

| -11 -10 -9 -I 
FIGURE 9.38 Root locus for -12.41 
uncompensated system of X = Closed-loop pole 
Example 9.6 X = Open-loop pole 

-7 -6 -5 -4 

Uncompensated dominant pole 

s-plane 

117.13° 

Now we design the lead compensator. Arbitrarily select a location 
for the lead compensator zero. For this example, we select the location of 
the compensator zero coincident with the open-loop pole at —6. This 
choice will eliminate a zero and leave the lead-compensated system with 
three poles, the same number that the uncompensated system has. 

We complete the design by finding the location of the compensator 
pole. Using the root locus program, sum the angles to the design point from 
the uncompensated system's poles and zeros and the compensator zero 
and get -164.65°. The difference between 180° and this quantity is the 
angular contribution required from the compensator pole, or —15.35°. 
Using the geometry shown in Figure 9.39, 

7.003 
= tan 15.35c (931) 

pc - 3.588 

from which the location of the compensator pole, pe, is found to be -29.1. 

TABLE 9.6 Predicted characteristics of uncompensated, lead-compensated, and lag-lead-compensated systems of 
Example 9.6 

Uncompensated Lead-compensated Lag-lead-compensated 

Plant and compensator 

Dominant poles 

K 

%os ' 
Ts 

T 

Kv 

e(oo) 

Third pole 

Zero 

Comments 

K 
5(5 + 6)(5 + 10) 

-1.794 ±;3.501 
192.1 

0.456 
3.934 
20 

2.230 
0.897 

3.202 
0.312 

-12.41 

None 

Second-order approx. OK 

K 
5(5+10)(5 + 29.1) 

-3.588 ±/7.003 

1977 

0.456 
7.869 
20 

1.115 

0.449 
6.794 

0.147 
-31.92 

None 
Second-order approx. OK 

K{s + 0.04713) 
5(5+10)(5 + 29.1)(5 + 0.01) 

-3.574 ±/6.976 

1971 

0.456 

7.838 
20 

1.119 
0.450 

31.92 
0.0313 

-31.91, -0.0474 

-0.04713 
Second-order approx. OK 



9.4 Improving Steady-State Error and Transient Response 

jco 

- /7.003 

s-plane 
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-Pc -3-
X = Closed-loop pole 
X = Open-loop pole 

FIGURE 9.39 Evaluating the compensator pole for Example 9.6 

The complete root locus for the lead-compensated system is sketched 
in Figure 9.40. The gain setting at the design point is found to be 1977. 

Steps 3 and 4 Check the design with a simulation. (The result for the lead-
compensated system is shown in Figure 9.42 and is satisfactory.) 

Step 5 Continue by designing the lag compensator to improve the steady-state 
error. Since the uncompensated system's open-loop transfer function is 

G(s) = 
192.1 

5(5 + 6)(5 + 10) 
(9.32) 

the static error constant, Kw which is inversely proportional to the steady-
state error, is 3.201. Since the open-loop transfer function of the lead-
compensated system is 

GLC(s) = 
1977 

5(5 + 10) (5+29.1) 
(9.33) 

the static error constant, Kw which is inversely proportional to the steady-
state error, is 6.794. Thus, the addition of lead compensation has improved 
the steady-state error by a factor of 2.122. Since the requirements of the 
problem specified a tenfold improvement, the lag compensator must be 
designed to improve the steady-state error by a factor of 4.713 (10/2.122 = 
4.713) over the lead-compensated system. 

£= 0.456 

5-plane 

-3.588 +)7.003 )\ Compensated dominant pole 
A: =1977 

-* • X 'X • > ' 1 ' • X ' , , 
-33f -30 -27 -24 -21 -18 -15 -12 -9 -6 
-31.91 

X = Closed-loop pole 
X = Open-loop pole 

FIGURE 9.40 Root locus for lead-compensated system of Example 9.6 

* - < 7 
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C = 0.456 

-3.574 +./6.976 
£=1971 

-29.1 

-31.91 

-10 

X = Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. 

FIGURE 9.41 Root locus for lag-lead-compensated system of Example 9.6 

Step 6 We arbitrarily choose the lag compensator pole at 0.01, which then places 
the lag compensator zero at 0.04713, yielding 

Step 7 

Clag(s) = 
{s + 0.04713) 

(5 + 0.01) 
(9.34) 

as the lag compensator. The lag-lead-compensated system's open-loop 
transfer function is 

GxLc(-y) = 
K{s + 0.04713) 

s(s + 10)(^ + 29.1)(^ + 0.01) 
(9.35) 

where the uncompensated system pole at - 6 canceled the lead compen­
sator zero at —6. By drawing the complete root locus for the lag-lead-
compensated system and by searching along the 0.456 damping ratio line, 
we find the dominant, closed-loop poles to be at —3.574 ±/6.976, with a 
gain of 1971. The lag-lead-compensated root locus is shown in Figure 9.41. 

A summary of our design is shown in Table 9.6. Notice that the 
lag-lead compensation has indeed increased the speed of the system, as 
witnessed by the settling time or the peak time. The steady-state error 
for a ramp input has also decreased by about 10 times, as seen 
from e(oc). 

The final proof of our designs is shown by the simulations of Figures 9.42 
and 9.43. The improvement in the transient response is shown in Figure 
9.42, where we see the peak time occurring sooner in the lag-lead-
compensated system. Improvement in the steady-state error for a ramp 
input is seen in Figure 9.43, where each step of our design yields more 
improvement. The improvement for the lead-compensated system is 
shown in Figure 9.43(a), and the final improvement due to the addition 
of the lag is shown in Figure 9.43(5). 



9.4 Improving Steady-State Error and Transient Response 

Lead- and lag-lead-compensated 

Uncompensated 

491 

2 3 4 5 
Time (seconds) 

FIGURE 9.42 Improvement in 
step response for lag-lead-
compensated system of 
Example 9.6 

2 3 4 
Time (seconds) 

(a) 

2 3 
Time (seconds) 

(b) 

FIGURE 9.43 Improvement 
in ramp response error for 
the system of Example 9.6: 
a. lead-compensated; 
b. lag-lead-compensated 

In the previous example, we canceled the system pole at —6 with the lead 
compensator zero. The design technique is the same if you place the lead compen­
sator zero at a different location. Placing a zero at a different location and not 
canceling the open-loop pole yields a system with one more pole than the example. 
This increased complexity could make it more difficult to justify a second-order 
approximation. In any case, simulations should be used at each step to verify 
performance. 
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Notch Filter 
If a plant, such as a mechanical system, has high-frequency vibration modes, then a 
desired closed-loop response may be difficult to obtain. These high-frequency 
vibration modes can be modeled as part of the plant's transfer function by pairs 
of complex poles near the imaginary axis. In a closed-loop configuration, these poles 
can move closer to the imaginary axis or even cross into the right half-plane, as 
shown in Figure 9.44(a). Instability or high-frequency oscillations superimposed 
over the desired response can result (see Figure 9.44(b)). 

One way of eliminating the high-frequency oscillations is to cascade a notch 
filter2 with the plant (Kuo, 1995), as shown in Figure 9.44(c). The notch filter has 

FIGURE 9.44 a. Root locus before cascading notch filter; b. typical closed-loop step response before cascading notch filter; c. pole-
zero plot of a notch filter; d. root locus after cascading notch filter; (figure continues) 

2 The name of this filter comes from the shape of its magnitude frequency response characteristics, which 
shows a dip near the damped frequency of the high-frequency poles. Magnitude frequency response is 
discussed in Chapter 10. 
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Time 

m 

FIGURE 9.44 (Continued) 
e. closed-loop step response 
after cascading notch filter 

zeros close to the low-damping-ratio poles of the plant as well as two real poles. 
Figure 9.44(d) shows that the root locus branch from the high-frequency poles now 
goes a short distance from the high-frequency pole to the notch filter's zero. The 
high-frequency response will now be negligible because of the pole-zero cancellation 
(see Figure 9.44(e)). Other cascade compensators can now be designed to yield a 
desired response. The notch filter will be applied to Progressive Analysis and Design 
Problem 55 near the end of this chapter. 

Skill-Assessment Exercise 9.3 

PROBLEM: A unity feedback system with forward transfer function 

is operating with a closed-loop step response that has 20% overshoot. Do the 
following: 

a. Evaluate the settling time. 
b. Evaluate the steady-state error for a unit ramp input. 
c. Design a lag-lead compensator to decrease the settling time by 2 times and 

decrease the steady-state error for a unit ramp input by 10 times. Place the 
lead zero at - 3 . 

ANSWERS: 

a. Ts = 1.143 s 
b- eramp(oo) = 0.1189 

c. Gc(s) = (s + 3)(* +0.092) 
K = 205.4 

(s + 9.61)(^ + 0.01)' 

The complete solution is at www.wiley.com/college/nise. 

WileyPLUS 

Control Solutions 

Before concluding this section, let us briefly summarize our discussion of 
cascade compensation. In Sections 9.2,9.3, and 9.4, we used cascade compensators to 
improve transient response and steady-state error. Table 9.7 itemizes the types, 
functions, and characteristics of these compensators. 

http://www.wiley.com/college/nise
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TABLE 9.7 Types of cascade compensators 

Function Compensator Transfer function Characteristics 

Improve steady-state error PI K 
S + Zc 

Improve steady-state error K S + gc 

Improve transient response K(s + Zc) 

Improve transient response Lead K s + zc 

S+Pc 

Improve steady-state error and 
transient response 

PID K 
(S + Zteg){s + Ziead) 

Improve steady-state error and 
transient response 

Lag-lead K 
(•f+PlaJ^+Aead) 

1. Increases system type. 

2. Error becomes zero. 

3. Zero at -zc is small and negative. 

4. Active circuits are required to implement. 

1. Error is improved but not driven to zero. 

2. Pole at — pc is small and negative. 

3. Zero at -zc is close to, and to the left of, the 
pole at -pc. 

4. Active circuits are not required to implement. 

1. Zero at —zc is selected to put design point on 

root locus. 

2. Active circuits are required to implement. 

3. Can cause noise and saturation; implement 
with rate feedback or with a pole (lead). 

1. Zero at -zc and pole at — pc are selected to put 

design point on root locus. 

2. Pole at —pc is more negative than zero at — zc-

3. Active circuits are not required to implement. 

1. Lag zero at -z i a g and pole at origin improve 
steady-state error. 

2. Lead zero at —ziead improves transient 
response. 

3. Lag zero at —ziag is close to. and to the left of, 
the origin. 

4. Lead zero at -ziead is selected to put design 

point on root locus. 

5. Active circuits required to implement. 

6. Can cause noise and saturation; implement 
with rate feedback or with an additional pole. 

1. Lag pole at -/? l a g and lag zero at -z i a g are used 
to improve steady-state error. 

2. Lead pole at -picad and lead zero at -ziead are 

used to improve transient response. 

3. Lag pole at —p[ag is small and negative. 

4. Lag zero at - z l a g is close to, and to the left of, 
lag pole at -/? i a g . 

5. Lead zero at -ziead and lead pole at -p\ca(i are 
selected to put design point on root locus. 

6. Lead pole at -pica(i is more negative than lead 
zero at -ziead-

7. Active circuits are not required to implement. 
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^ 9.5 Feedback Compensation 
In Section 9.4, we used cascade compensation as a way to improve transient response 
and steady-state response independently. Cascading a compensator with the plant is 
not the only way to reshape the root locus to intersect the closed-loop s-plane poles 
that yield a desired transient response. Transfer functions designed to be placed in a 
feedback path can also reshape the root locus. Figure 9.45 is a generic configuration 
showing a compensator, Hc(s), placed in the minor loop of a feedback control 
system. Other configurations arise if we consider K unity, G2{s) unity, or both unity. 

The design procedures for feedback compensation can be more complicated 
than for cascade compensation. On the other hand, feedback compensation can yield 
faster responses. Thus, the engineer has the luxury of designing faster responses into 
portions of a control loop in order to provide isolation. For example, the transient 
response of the ailerons and rudder control systems of an aircraft can be designed 
separately to be fast in order to reduce the effect of their dynamic response on the 
steering control loop. Feedback compensation can be used in cases where noise 
problems preclude the use of cascade compensation. Also, feedback compensation 
may not require additional amplification, since the signal passing through the 
compensator originates at the high-level output of the forward path and is delivered 
to a low-level input in the forward path. For example, let K and G2(s) in Figure 9.45 be 
unity. The input to the feedback compensator, KfHc(s), is from the high-level output of 
Gi (s), while the output of KfHc(s) is one of the low-level inputs into K^. Thus, there is a 
reduction in level through KfHc(s), and amplification is usually not required. 

A popular feedback compensator is a rate sensor that acts as a differentiator. In 
aircraft and ship applications, the rate sensor can be a rate gyro that responds with an 
output voltage proportional to the input angular velocity. In many other systems this 
rate sensor is implemented with a tachometer. A tachometer is a voltage generator 
that yields a voltage output proportional to input rotational speed. This compensator 
can easily be geared to the position output of a system. Figure 9.46 is a position 

m +, <g)— K - £ 0 - 0,(4-) 

Minor loop 

Major loop 

KfHc(s) 

G2(.v) 
C(s) 

FIGURE 9.45 Generic control 
system with feedback 
compensation. 

Inertia Motor 
/ 

Tachometer -
Output 
potentiometer 

FIGURE 9.46 A position 
control system that uses a 

Input tachometer as a differentiator 
potentiometer i n t h e feedback path. Can you 

see the similarity between this 
system and the schematic on 
the front endpapers? 
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?,(*) 
Krs VM 

(a) 

R(s) + 

® - K, G,(s) 
C(s) 

Tachometer 

Kts 

(b) 

FIGURE 9.47 a. Transfer function of a tachometer; b. tachometer feed-back compensation 

R(s) +, . ( g ) — * KK\Gx(s)G2{s) 

KfHc(s) + KG2(s) 

KGM 

control system showing the gearing of the tachometer to the motor. You can see the 
input and output potentiometers as well as the motor and inertial load. The block 
diagram representation of a tachometer is shown in Figure 9.47(a), and its typical 
position within a control loop is shown in Figure 9.47(6). 

While this section shows methods for designing systems using rate feedback, it 
also sets the stage for compensation techniques in Chapter 12, where not only rate but 
all states including position will be fed back for proper control system performance. 

We now discuss design procedures. Typically, the design of feedback compen­
sation consists of finding the gains, such as K, K\, and Kf in Figure 9.45, after 
establishing a dynamic form for Hc(s). There are two approaches. The first is similar 
to cascade compensation. Assume a typical feedback system, where G{s) is the 
forward path and H{s) is the feedback. Now consider that a root locus is plotted from 
G(s)H(s). With cascade compensation we added poles and zeros to G(s). With 
feedback compensation, poles and zeros are added via H(s). 

With the second approach, we design a specified performance for the minor 
loop, shown in Figure 9.45, followed by a design of the major loop. Thus, the minor 
loop, such as ailerons on an aircraft, can be designed with its own performance 
specifications and operate within the major loop. 

C(s) 

FIGURE 9.48 Equivalent block 
diagram of Figure 9.45 

Approach 1 
The first approach consists of reducing Figure 9.45 to Figure 9.48 by pushing K 
to the right past the summing junction, pushing G2(s) to the left past the pickoff 
point, and then adding the two feedback paths. Figure 9.48 shows that the loop 
gain, G(s)H(s), is 

G(s)H(s) = KlG,(s)[KfHc(s)+KG2(s)} 

Without feedback, KfHc(s), the loop gain is 

G{s)H{s) = KKlG1{s)G2(s) 

(9.36) 

(9.37) 

Thus, the effect of adding feedback is to replace the poles and zeros of G2(s) with the 
poles and zeros of [KfHc(s) -i-KG2(s)]. Hence, this method is similar to cascade 
compensation in that we add new poles and zeros via H(s) to reshape the root locus 
to go through the design point. However, one must remember that zeros of the 
equivalent feedback shown in Figure 9.48, H(s) = [KfHc{s) +KG2(s)]/KG2(s), are 
not closed-loop zeros. 
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For example, if Gz(s) = 1 and the minor-loop feedback, KfHc(s), is a rate 
sensor, KfHc{s) — KfS, then from Eq. (9.36) the loop gain is 

G(s)H(s) = KfKiG^fs + ^- (9.38) 

Thus, a zero at -K/Kf is added to the existing open-loop poles and zeros. This zero 
reshapes the root locus to go through the desired design point. A final adjustment of 
the gain, K±, yields the desired response. Again, you should verify that this zero is not 
a closed-loop zero. Let us look at a numerical example. 

Example 9.7 

Compensating Zero via Rate Feedback 

PROBLEM: Given the system of Figure 9.49(a), design rate feedback compensa­
tion, as shown in Figure 9.49(6), to reduce the settling time by a factor of 4 while 
continuing to operate the system with 20% overshoot. 

SOLUTION: First design a PD compensator. For the uncompensated system, search 
along the 20% overshoot line (£ = 0.456) and find that the dominant poles are at 
-1.809 ±;3.531, as shown in Figure 9.50. The estimated specifications for the 

m + ^ m 
"09 * 

-A 

A'I 

s(s + 5){s + 15) 

C(s) 

(a) 

R(s) + 

s(s + 5)(s+l (5 + 5)(5+15) 

C(s) 

KrS 

20% OS 

(b) 

R(s) 
v<Cx s(s + 5)(-s(s + 5)(J + 15) 

C(s) 

Kfhi) 

m 
m t^m 

»{X) " 

1 
* i 

s[s2 + 20s + (75 + KxKf)] 

C(s) 

W) 

FIGURE 9.49 a. System for Example 9.7; b. system with rate 
feedback compensation; c. equivalent compensated system; FIGURE 9.50 Root locus for uncompensated system of 
d. equivalent compensated system showing unity feedback Example 9.7 
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1.2 -

1.0 -

0.8 - I 

«j / 

0.6 - I 

0.4 - I 

0.2 - / 
0 - Z 1 1 1 1 1 1—+. 

0 0.5 1.0 1.5 2.0 2.5 3.0 

Time (seconds) 

FIGURE 9.51 Step response for uncompensated system of Example 9.7 

uncompensated system are shown in Table 9.8, and the step response is shown in 
Figure 9.51. The settling time is 2.21 seconds and must be reduced by a factor of 4 
to 0.55 second. 

Next determine the location of the dominant poles for the compensated 
system. To achieve a fourfold decrease in the settling time, the real part of the pole 
must be increased by a factor of 4. Thus, the compensated pole has a real part of 
4(-1.809) = -7.236. The imaginary part is then 

o)d = -7.236 tan 117.13° = 14.12 (9.39) 

where 117.13° is the angle of the 20% overshoot line. 

TABLE 9.8 Predicted characteristics of uncompensated and compensated systems of Example 9.7 

Uncompensated Compensated 

Plant and compensator 

Feedback 

Dominant poles 

* i 

S 
con 

%OS 

Ts 

T 
1 p 
Kv 

e(oo) (ramp) 

Other poles 

Zero 
Comments 

A ] 

s{s + 5){s + \5) 

1 
-1.809 ±;3.531 

257.8 

0.456 
3.97 

20 
2.21 

0.89 

3.44 

0.29 
-16.4 

None 

Second-order approx. OK 

A ] 

s(s + 5)(s + 15) 
0.185(5 + 5.42) 

-7.236 ±;14.12 

1388 

0.456 
15.87 
20 

0.55 
0.22 

4.18 

0.24 
-5.53 
None 

Simulate 
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Using the compensated dominant pole position of 
-7.236 ±/14.12, we sum the angles from the uncompensated sys­
tem's poles and obtain —277.33°. This angle requires a compensator 
zero contribution of +97.33° to yield 180° at the design point. The 
geometry shown in Figure 9.52 leads to the calculation of the 
compensator's zero location. Hence, 

14.12 

7.236 - zc = tan(180° - 97.33°; 
(9.40) 

from which zc = 5.42. 
The root locus for the equivalent compensated system of Figure 

9.49(c) is shown in Figure 9.53. The gain at the design point, which is 
KiKf from Figure 9.49(c), is found to be 256.7. Since Kf is the 
reciprocal of the compensator zero, Kf = 0.185. Thus, K\ = 1388. 

In order to evaluate the steady-state error characteristic, Kv is 
found from Figure 9.49(d) to be 

Kv = 
Ki 

75 + K\Kf 

= 4.18 (9.41) 

Predicted performance for the compensated system is shown in 
Table 9.8. Notice that the higher-order pole is not far enough away 
from the dominant poles and thus cannot be neglected. Further, from 
Figure 9.49(d), we see that the closed-loop transfer function is 

T(s) = 
G(s) # 1 

1 + G{s)H{s) s3 + 20^2 + (75 + Ki Kf)s + K\ 
(9.42) 

Thus, as predicted, the open-loop zero is not a closed-loop zero, and 
there is no pole-zero cancellation. Hence, the design must be checked 
by simulation. 

The results of the simulation are shown in Figure 9.54 and show 
an over-damped response with a settling time of 0.75 second, com­
pared to the uncompensated system's settling time of approximately 

0.5 

0 
0 0.5 2.5 3.0 1.0 1.5 2.0 

Time (seconds) 

FIGURE 9.54 Step response for the compensated system of Example 9.7 

J CO 

¥• 

97.33' 

/14.12 

s-plane 

-7.236 -¾ 
Compensator 

zero x ~ Closed-loop pole 
FIGURE 9.52 Finding the compensator zero 
in Example 9.7 

£ = 0.456 

-7.236+yl4.12 

A:, = 1388 

• * — -

-20 -10 

X = Closed-loop pole 
X = Open-loop pole ~j™ 
FIGURE 9.53 Root locus for the 
compensated system of Example 9.7 
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2.2 seconds. Although not meeting the design requirements, the response still 
represents an improvement over the uncompensated system of Figure 9.51. 
Typically, less overshoot is acceptable. The system should be redesigned for 
further reduction in settling time. 

You may want to do Problem 8 at the end of this chapter, where you can 
repeat this example using PD cascade compensation. You will see that the 
compensator zero for cascade compensation is a closed-loop zero, yielding the 
possibility of pole-zero cancellation. However, PD compensation is usually noisy 
and not always practical. 

Approach 2 
The second approach allows us to use feedback compensation to design a minor 
loop's transient response separately from the closed-loop system response. In the 
case of an aircraft, the minor loop may control the position of the aerosurfaces, while 
the entire closed-loop system may control the entire aircraft's pitch angle. 

We will see that the minor loop of Figure 9.45 basically represents a forward-
path transfer function whose poles can be adjusted with the minor-loop gain. These 
poles then become the open-loop poles for the entire control system. In other words, 
rather than reshaping the root locus with additional poles and zeros, as in cascade 
compensation, we can actually change the plant's poles through a gain adjustment. 
Finally, the closed-loop poles are set by the loop gain, as in cascade compensation. 

Example 9.8 

Minor-Loop Feedback Compensation 

PROBLEM: For the system of Figure 9.55(a), design minor-loop feedback com­
pensation, as shown in Figure 9.55(6), to yield a damping ratio of 0.8 for the minor 
loop and a damping ratio of 0.6 for the closed-loop system. 

R(s) + - o , E(s) K 
s(s+ S)(s+15) 

as) 

(a) 

R{s) + * < g > — 

K,s 

(b) 
FIGURE 9.55 a. Uncompensated system and b. feedback-compensated system for 
Example 9.8 
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SOLUTION: The minor loop is defined as the loop containing the plant, 
1 /[s(s + 5)(s +15)], and the feedback compensator, KfS. The value of K« will be 
adjusted to set the location of the minor-loop poles, and then K will be adjusted to 
yield the desired closed-loop response. 

The transfer function of the minor loop, GMLi(S), is 

GML(S) = 
1 

s[S2 + 20s + (75 + Kf) 
(9.43) 

The poles of GML(S)
 c a n De found analytically or via the root locus. The root locus 

for the minor loop, where Kfs/[s(s + 5)(s + 15)] is the open-loop transfer function, 
is shown in Figure 9.56. Since the zero at the origin comes from the feedback 
transfer function of the minor loop, this zero is not a zero of the closed-loop transfer 
function of the minor loop. Hence, the pole at the origin appears to remain 
stationary, and there is no pole-zero cancellation at the origin. Eq. (9.43) also 
shows this phenomenon. We see a stationary pole at the origin and two complex 
poles that change with gain. Notice that the compensator gain, K$ varies the 
natural frequency, con, of the minor-loop poles as seen from Eq. (9.43). Since the 
real parts of the complex poles are constant at $con = —10, the damping ratio must 
also be varying to keep 2^con = 20, a constant. Drawing the f = 0.8 line in Figure 
9.56 yields the complex poles at —10 ±/7.5. The gain, Kf, which equals 81.25, places 
the minor-loop poles in a position to meet the specifications. The poles just found, 
-10 ±;7.5, as well as the pole at the origin (Eq. (9.43)), act as open-loop poles that 
generate a root locus for variations of the gain, K. 

The final root locus for the system is shown in Figure 9.57. The £ = 0.6 
damping ratio line is drawn and searched. The closed-loop complex poles are found 
to be -4.535 ±/6.046, with a required gain of 624.3. A third pole is at -10.93. 

J& 

£ = 0.8 

-10+y7.5 
^ = 81.25 

-X— 
-20 -15 -

./20 -

/10 -

s-plane 

-i »» a 
10 -5 0 

-/10 " 

10 20 

-/2() -

X = Closed-loop pole (minor loop) 
X = Open-loop pole 

FIGURE 9.56 Roo t locus for 
minor loop of Example 9.8 

Virtual Experiment 9.2 
Improving Transient 

Response and 
Steady-State Error 

Using Rate Feedback 
and PD Control 

Put theory into practice and 
design a compensator in 
Lab VIEW that controls the 
ball position in the Quanser 
Magnetic Levitation system. 
Magnetic Levitation 
technology is used for modern 
transportation systems that 
suspend, such as the high 
speed Magnetic Levitation 
train. 

1 

Virtual experiments are found 
on WileyPLUS. 
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FIGURE 9.57 Root locus for 
closed-loop system of 
Example 9.8 

X= Closed-loop pole 
X= Open-loop pole 

The results are summarized in Table 9.9. We see that the compensated system, 
although having the same damping ratio as the uncompensated system, is much 
faster and also has a smaller steady-state error. The results, however, are predicted 
results and must be simulated to verify percent overshoot, settling time, and peak 
time, since the third pole is not far enough from the dominant poles. The step 
response is shown in Figure 9.58 and closely matches the predicted performance. 

TABLE 9.9 Predicted characteristics of the uncompensated and compensated systems of 
Example 9.8 

Plant and compensator 

Feedback 

Dominant poles 

K 

* 
(Si„ 

%OS 

n 
?P 

Kv 

e(oc)(ramp) 

Other poles 

Zero 

Comments 

Uncompensated 

Kx 

5(5 + 5)(5 + 15) 

1 

-1.997+/2.662 

177.3 

0.6 

3.328 

9.48 

2 

1.18 

2.364 

0.423 

-16 

None 

Second-order approx. OK 

Compensated 

K 
s{s2 + 205 + 156.25) 

1 

-4.535 +/6.046 

624.3 

0.6 

7.558 

9.48 

0.882 

0.52 

3.996 

0.25 

-10.93 

None 

Simulate 
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0 0.2 0.4 0.6 0.8 
Time (seconds) 

FIGURE 9.58 Step response simulation for Example 9.8 

Skill-Assessment Exercise 9.4 

PROBLEM: For the system of Figure 9.59, design minor-loop rate feedback com­
pensation to yield a damping ratio of 0.7 for the minor loop's dominant poles and a 
damping ratio of 0.5 for the closed-loop system's dominant poles. 

/?(*) + l 

s(s + 7)0? + 10) 

C(s) 

FIGURE 9.59 System for Skill-Assessment Exercise 9.4 

ANSWER: The system is configured similar to Figure 9.55(6) with Kf = 77.42 and 
K = 6263. 

The complete solution is at www.wiley.com/college/nise. 

Our discussion of compensation methods is now complete. We studied both 
cascade and feedback compensation and compared and contrasted them. We are now 
ready to show how to physically realize the controllers and compensators we designed. 

I 9.6 Physical Realization of 
Compensation 

In this chapter, we derived compensation to improve transient response and steady-
state error in feedback control systems. Transfer functions of compensators used in 
cascade with the plant or in the feedback path were derived. These compensators 
were defined by their pole-zero configurations. They were either active PI, PD, or 
PID controllers or passive lag, lead, or lag-lead compensators. In this section, we 
show how to implement the active controllers and the passive compensators. 

http://www.wiley.com/college/nise
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Active-Circuit Realization 
In Chapter 2, we derived 

V0(s) Z2(s) 

Vi(s) Zi(s) 
(9.44) 

as the transfer function of an inverting operational amplifier whose 
configuration is repeated here in Figure 9.60. By judicious choice of Zi(s) 
and Z2(s), this circuit can be used as a building block to implement the 
compensators and controllers, such as PID controllers, discussed in this 
chapter. Table 9.10 summarizes the realization of PI, PD, and PID 

FIGURE 9.60 Operational amplifier controllers as well as lag, lead, and lag-lead compensators using opera-

configured for transfer function realization t l 0 n a l amplifiers. You can verify the table by using the methods of 
Chapter 2 to find the impedances. 

TABLE 9.10 Active realization of controllers and compensators, using an operational amplifier 

Function Zx(s) Zrh) Ge(s) = - Z2(.v) 
Z,(*) 

Gain 

Integration 

Differentiation 

PI controller 

PD controller 

PID controller 

Lag compensation 

Lead compensation 

"AMr-
c 

H^ 
«1 

c 

«1 

c, 

-1(-

c, 

^V\A^ 

I 

LJWV1 

* 2 

JWr-
c 

•A/VV-

R2 C 

R2 

R2 C2 

-AMHf-

*2 

R2 

uWvJ 

_ ^ 2 

i 
RC 

s 

-RCs 

R2{
S + ltc) 

/?1 5 

-R2C[s + 
RiC 

1 

R) C2J s 

1 ' 
C\ v R\C\ 

a RiC2/ 

where R2C2 > Rid 

1 

Cj \ RiCi 

a,/., i 

where i?iCi > R2C2 
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Lag compensator 
A2C2 > A] C] Lead compensator 

A3C3 > A4C4 

FIGURE 9.61 Lag-lead compensator implemented with operational amplifiers 

Other compensators can be realized by cascading compensators shown in the 
table. For example, a lag-lead compensator can be formed by cascading the lag 
compensator with the lead compensator, as shown in Figure 9.61. As an example, let 
us implement one of the controllers we designed earlier in the chapter. 

Example 9.9 

implementing a PID Controller 

PROBLEM: Implement the PID controller of Example 9.5. 

SOLUTION: The transfer function of the PID controller is 

G c W = (s + 55.92)(, + 0.5) 

which can be put in the form 

GJs) = s + 56.42 + 
27.96 

(9.45) 

(9.46) 

Comparing the PID controller in Table 9.10 with Eq. (9.46), we obtain the following 
three relationships: 

RiCy = 1 

and 

RiC2 
= 27.96 

(9.47) 

(9.48) 

(9.49) 

Since there are four unknowns and three equations, we 
arbitrarily select a practical value for one of the elements. Selecting 
Ct = 0.1 /xF, the remaining values are found to be R\ = 357.65 kft, 
R2 = 178,891 kft, and Ci = 5.59/xF. 

The complete circuit is shown in Figure 9.62, where the 
circuit element values have been rounded off. 

179 kQ 0.1 MF 

358 kH 

FIGURE 9.62 PID controller 
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Passive-Circuit Realization 
Lag, lead, and lag-lead compensators can also be implemented with passive net­
works. Table 9.11 summarizes the networks and their transfer functions. The transfer 
functions can be derived with the methods of Chapter 2. 

The lag-lead transfer function can be put in the following form: 

Ge(s) = 

54 S+T 

s + 
1 a s+r2 

(9.50) 

where a < 1. Thus, the terms with Ti form the lead compensator, and the terms with T2 

form the lag compensator. Equation (9.50) shows a restriction inherent in using this 
passive realization. We see that the ratio of the lead compensator zero to the lead 
compensator pole must be the same as the ratio of the lag compensator pole to the lag 
compensator zero. In Chapter 11 we design a lag-lead compensator with this restriction. 

A lag-lead compensator without this restriction can be realized with an active 
network as previously shown or with passive networks by cascading the lead and lag 
networks shown in Table 9.11. Remember, though, that the two networks must be 
isolated to ensure that one network does not load the other. If the networks load 
each other, the transfer function will not be the product of the individual transfer 
functions. A possible realization using the passive networks uses an operational 
amplifier to provide isolation. The circuit is shown in Figure 9.63. Example 9.10 
demonstrates the design of a passive compensator. 

TABLE 9.11 Passive realization of compensators 

Function Network Transfer function, 

Lag compensation 

* 2 

R2 _ 

c m_-

Ri s + RoC 
R1+R2 1 

(Ri+R2)C 

Lead compensation 

y,<t) 

A1, 

If 
*2<>v(,(r) 

s + RiC 
1 1 

S + R~^C + R^C 

Lag-lead compensation 

s + 
RiC, s + R2C2 

+ 
1 1 

RxCi R2C2 R2CJ R^R2CiC2 
s + 

1 
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Isolation 
gain = -1 

Lead 

FIGURE 9.63 Lag-lead 
compensator implemented 
with cascaded lag and lead 
networks with isolation 

Example 9.10 

Realizing a Lead Compensator 

PROBLEM: Realize the lead compensator designed in Example 9.4 (Compensator b). 

SOLUTION: The transfer function of the lead compensator is 

5 + 4 
Gc(s) = 

20.09 
(9.51) 

Comparing the transfer function of a lead network shown in Table 9.11 with 
Eq. (9.51), we obtain the following two relationships: 

' = 4 (9.52) 
R^C 

and 

1 

RXC R2C 
= 20.09 (9.53) 

Hence, i ^ C = 0.25, a n d i ^ C = 0.0622. Since there are three network elements and 
two equations, we may select one of the element values arbitrarily. Letting 
C = 1 /xF, then R^ = 250 kO and /¾ = 62.2 kft. 

Skill-Assessment Exercise 9.5 

PROBLEM: Implement the compensators shown in a. and b. below. Choose a 
passive realization if possible. 

(5 + 0.1)(5 + 5) 
a. Gc(s) — 

b. Gc(s) = 

ANSWERS: 

(5 + 0.1)(5 + 2) 
[s + 0.01)(5 + 20) 

a. Gc(s) is a PID controller and thus requires active realization. Use Figure 9.60 
with the PID controller circuits shown in Table 9.10. One possible set of 
approximate component values is 

WileyPLUS 

CHJJ 
Control Solutions 

d = 10 fiF, C2 = 100 fiF, 2?i = 20 M l /¾ = 100 ka 
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b. Gc(s) is a lag-lead compensator that can be implemented with a passive 
network because the ratio of the lead pole to zero is the inverse of the ratio of 
the lag pole to zero. Use the lag-lead compensator circuit shown in Table 9.11. 
One possible set of approximate component values is 

Ci = 100 /*F, C2 = 900 fiF, i?i = 100 kH, R2 = 560 Cl 

The complete solution is at www.wiley.com.college/nise. 

Antenna Control: Lag-Lead Compensation 
For the antenna azimuth position control system case study in Chapter 8, we 
obtained a 25% overshoot using a simple gain adjustment. Once this percent 
overshoot was obtained, the settling time was determined. If we try to improve the 
settling time by increasing the gain, the percent overshoot also increases. In this 
section, we continue with the antenna azimuth position control by designing a 
cascade compensator that yields 25% overshoot at a reduced settling time. Further, 
we effect an improvement in the steady-state error performance of the system. 

PROBLEM: Given the antenna azimuth position control system shown on the front 
endpapers, Configuration 1, design cascade compensation to meet the following 
requirements: (1) 25% overshoot, (2) 2-second settling time, and (3) Kv = 20. 

SOLUTION: For the case study in Chapter 8, a preamplifier gain of 64.21 yielded 25 % 
overshoot, with the dominant, second-order poles at -0.833 ±/1.888. The settling 
time is thus 4/£<y„ = 4/.833 = 4.8 seconds. The open-loop function for the system as 
derived in the case study in Chapter 5 is G(s) — 6.63K/[s(s + 1.71)(51 + 100)]. Hence 
Kv = 6.63X7(1.71 x 100) = 2.49. Comparing these values to this example's problem 
statement, we want to improve the settling time by a factor of 2.4, and we want 
approximately an eightfold improvement in Kv. 

Lead compensator design to improve transient response: First locate the 
dominant second-order pole. To obtain a settling time, Ts, of 2 seconds and a 
percent overshoot of 25%, the real part of the dominant second-order pole should 
be at -4/Ts = -2 . Locating the pole on the 113.83° line (£ = 0.404, corresponding 
to 25% overshoot) yields an imaginary part of 4.529 (see Figure 9.64). 

Second, assume a lead compensator zero and find the compensator pole. 
Assuming a compensator zero at -2 , along with the uncompensated system's 
open-loop poles and zeros, use the root locus program in Appendix H.2 at www 
.wiley.com/college/nise to find that there is an angular contribution of -120.14° at 
the design point of - 2 ±/4.529. Therefore, the compensator's pole must contribute 
120.14° - 180° = -59.86° for the design point to be on the compensated system's 
root locus. The geometry is shown in Figure 9.64. To calculate the compensator 
pole, we use 4.529/(pc -2) = tan 59.86° or pc = 4.63. 

http://www.wiley.com.college/nise
wiley.com/college/nise


Case Studies 509 

C = 0.404 J(o 

s-plane 

-100 -Pc -2 -1.71 
X = Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. 
FIGURE 9.64 Locating 
compensator pole 

Now determine the gain. Using the lead-compensated system's open-loop 
function, 

6.63K(s + 2) <m= (9.54) 
5(5 + 1.71)(^ + 100)(5 + 4.63) 

and the design point - 2 +/4.529 as the test point in the root locus program, the 
gain, 6.63iC, is found to be 2549. 

Lag compensator design to improve the steady-state error: Kv for the lead-
compensated system is found using Eq. (9.54). Hence, 

Kv = 
2549(2) 

(1.71)(100)(4.63) 
= 6.44 (9.55) 

Since we want Kv = 20, the amount of improvement required over the lead-
compensated system is 20/6.44 = 3.1. Choosepc = -0.01 and calculate zc = 0.031, 
which is 3.1 times larger. 

Determine gain: The complete lag-lead-compensated open-loop function, 
GLLC(S), is 

GLLC(s) = 
6.63^(5 + 2)(5 + 0.031) 

s{s + .01)(5 + 1.71)(5 + 4.63)(5 + 100) 
(9.56) 

Using the root locus program in Appendix H.2 at www.wiley.com/college/nise and 
the poles and zeros of Eq. (9.56), search along the 25% overshoot line (113.83°) for 
the design point. This point has moved slightly with the addition of the lag 
compensator to —1.99+/4.51. The gain at this point equals 2533, which is 
6.63K. Solving for K yields K = 382.1. 

Realization of the compensator: A realization of the lag-lead compensator is 
shown in Figure 9.63. From Table 9.11 the lag portion has the following transfer 
function: 

Giag(s) = 
gg 

Rl+R2 

5 + 

5 + 

R2C 
1 

R2 (5 + 0.031) 

R1+R2 (5+ 0.01) 
(9.57) 

(Ri+R2)C 

http://www.wiley.com/college/nise
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10 MQ 

6.8 MQ 8.4 kQ 

AAA—r^VW 

FIGURE 9.65 Realization of lag-lead compensator 

Selecting C = 10 /xF, we find R2 = 3.2 MH and i?i = 6.8 MIL 
From Table 9.11 the lead compensator portion has the following transfer 

function: 

1 

Glead(s) — 
RiC 

s + + 
1 

(* + 2) 
+ 4.63) 

(9.58) 

RiC R2C 

Selecting C = 10 ftF, we find i?i = 50 kft and R2 = 38 kft. 
The total loop gain required by the system is 2533. Hence, 

6.63^ Ri 

R1+R2 
= 2533 (9.59) 

where K is the gain of the preamplifier, and R%/(Ri + R2) is the gain of the lag 
portion. Using the values of i?i and R2 found during the realization of the lag 
portion, we find K = 1194. 

The final circuit is shown in Figure 9.65, where the preamplifier is implemented 
with an operational amplifier whose feedback and input resistor ratio approxi­
mately equals 1194, the required preamplifier gain. The preamplifier isolates the 
lag and lead portions of the compensator. 

Summary of the design results: Using Eq. (9.56) along with K = 382.1 yields the 
compensated value of K# Thus, 

Kv = Urn sGLLC{s) = 
2533 (2) (0.031; 

* - * ) (0.01)(1.71)(4.63)(100) 
= 19.84 (9.60) 

which is an improvement over the gain-compensated system in the case study of 
Chapter 8, where Kv = 2.49. This value is calculated from the uncompensated G(s) 
by letting K = 64.21, as found in the Case Study of Chapter 8. 

Finally, checking the second-order approximation via simulation, we see in 
Figure 9.66 the actual transient response. Compare this to the gain-compensated 
system response of Figure 8.29 to see the improvement effected by cascade 
compensation over simple gain adjustment. The gain-compensated system yielded 
25%, with a settling time of about 4 seconds. The lag-lead-compensated system 
yields 28% overshoot, with a settling time of about 2 seconds. If the results are not 
adequate for the application, the system should be redesigned to reduce the 
percent overshoot. 
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FIGURE 9.66 Step response of lag-lead-compensated antenna control 

CHALLENGE: You are now given a problem to test your knowledge of this chapter's 
objectives. You are given the antenna azimuth position control system shown on 
the front endpapers, Configuration 2. In the challenge in Chapter 8, you were asked 
to design, via gain adjustment, an 8-second settling time. 

a. For your solution to the challenge in Chapter 8, evaluate the percent overshoot 
and the value of the appropriate static error constant. 

b. Design a cascade compensator to reduce the percent overshoot by a factor of 4 
and the settling time by a factor of 2. Also, improve the appropriate static error 
constant by a factor of 2. 

c. Repeat Part b using MATLAB. 

UFSS Vehicle: Lead and Feedback Compensation 
As a final look at this case study, we redesign the pitch control loop for the UFSS 
vehicle. For the case study in Chapter 8, we saw that rate feedback improved the 
transient response. In this chapter's case study, we replace the rate feedback with a 
cascade compensator. 

PROBLEM: Given the pitch control loop without rate feedback (Ki = 0) for the 
UFSS vehicle shown on the back endpapers, design a compensator to yield 20% 
overshoot and a settling time of 4 seconds (Johnson, 1980). 

SOLUTION: First determine the location of the dominant closed-loop poles. Using 
the required 20% overshoot and a 4-second settling time, a second-order approxi­
mation shows the dominant closed-loop poles are located at —1 ±/1.951. From the 
uncompensated system analyzed in the Chapter 8 case study, the estimated settling 
time was 19.8 seconds for dominant closed-loop poles of -0.202 ±/0.394. Hence, a 
lead compensator is required to speed up the system. 

Arbitrarily assume a lead compensator zero at - 1 . Using the root locus program in 
Appendix H.2 at www.wiley.com/college/nise, we find that this compensator zero, 
along with the open-loop poles and zeros of the system, yields an angular contribu­
tion at the design point, - 1 + /1.951, of—178.92°. The difference between this angle 
and 180°, or -1.08°, is the angular contribution required from the compensator pole. 

MATLAB 

http://www.wiley.com/college/nise
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Using the geometry shown in Figure 9.67, where — pc is the 
compensator pole location, we find that 

1.951 
= tan 1.08° (9.61) 

from which pc = 104.5. The compensated open-loop transfer func­
tion is thus 

G(s) = 
0.25#I (J +0.435) (5 + 1) 

(5 + 1.23)(5 + 2)(52 + 0.2265 + 0.0169)(5 + 104.5) 

where the compensator is 

& + 1) 

(9.62) 

(5 + 104.5) 
(9.63) 

X = Closed-loop pole 
X = Open-loop pole 

Note: This figure is not drawn to scale. Gc(s) = 

FIG U R E 9.6 7 Locating compensator 

P°le Using all poles and zeros shown in Eq. (9.62), the root locus program shows that 
a gain of 516.5 is required at the design point, —1 ±/1.951. The root locus of the 
compensated system is shown in Figure 9.68. 

A test of the second-order approximation shows three more closed-loop poles at 
—0.5, —0.9, and —104.5. Since the open-loop zeros are at -0.435 and - 1 , simulation 
is required to see if there is effectively closed-loop pole-zero cancellation with the 
closed-loop poles at —0.5 and —0.9, respectively. Further, the closed-loop pole at 
-104.5 is more than five times the real part of the dominant closed-loop pole, 
—1 ±/1.951, and its effect on the transient response is therefore negligible. 

The step response of the closed-loop system is shown in Figure 9.69, where we 
see a 26% overshoot and a settling time of about 4.5 seconds. Comparing this 

J CO 
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FIGURE 9.69 Step response of lead-compensated UFSS 
FIGURE 9.68 Root locus for lead-compensated system vehicle 
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response with Figure 8.31, the response of the uncompensated system, we see 
considerable improvement in the settling time and steady-state error. However, 
the transient response performance does not meet the design requirements. Thus, 
a redesign of the system to reduce the percent overshoot is suggested if required 
by the application. 

CHALLENGE: You are now given a problem to test your knowledge of this chapter's 
objectives. The heading control system for the UFSS vehicle is shown on the back 
endpapers. The minor loop contains the rudder and vehicle dynamics, and the 
major loop relates output and input heading {Johnson, 1980). 

a. Find the values of K\ and K2 so that the minor-loop dominant poles have a 
damping ratio of 0.6 and the major-loop dominant poles have a damping ratio 
of 0.5. 

MATLAB 

b. R e p e a t , u s i n g MATLAB. flTTH 

^ Summary ] J 
In this chapter, we learned how to design a system to meet transient and steady-state 
specifications. These design techniques overcame limitations in the design method­
ology covered in Chapter 8, whereby a transient response could be created only if the 
poles generating that response were on the root locus. Subsequent gain adjustment 
yielded the desired response. Since this value of gain dictated the amount of steady-
state error in the response, a trade-off was required between the desired transient 
response and the desired steady-state error. 

Cascade or feedback compensation is used to overcome the disadvantages of 
gain adjustment as a compensating technique. In this chapter, we saw that the 
transient response and the steady-state error can be designed separately from each 
other. No longer was a trade-off between these two specifications required. Further, 
we were able to design for a transient response that was not represented on the 
original root locus. 

The transient response design technique covered in this chapter is based upon 
reshaping the root locus to go through a desired transient response point, followed 
by a gain adjustment. Typically, the resulting gain is much higher than the original if 
the compensated system response is faster than the uncompensated response. 

The root locus is reshaped by adding additional poles and zeros via a cascade or 
feedback compensator. The additional poles and zeros must be checked to see that 
any second-order approximations used in the design are valid. All poles besides the 
dominant second-order pair must yield a response that is much faster than the 
designed response. Thus, nondominant poles must be at least five times as far from 
the imaginary axis as the dominant pair. Further, any zeros of the system must be 
close to a nondominant pole for pole-zero cancellation, or far from the dominant 
pole pair. The resulting system can then be approximated by two dominant poles. 

The steady-state response design technique is based upon placing a pole on or 
near the origin in order to increase or nearly increase the system type, and then 
placing a zero near this pole so that the effect upon the transient response is 
negligible. However, final reduction of steady-state error occurs with a long-time 
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constant. The same arguments about other poles yielding fast responses and about 
zeros being cancelled in order to validate a second-order approximation also hold 
true for this technique. If the second-order approximations cannot be justified, then 
a simulation is required to make sure the design is within tolerance. 

Steady-state design compensators are implemented via PI controllers or lag 
compensators. PI controllers add a pole at the origin, thereby increasing the system 
type. Lag compensators, usually implemented with passive networks, place the pole 
off the origin but near it. Both methods add a zero very close to the pole in order not 
to affect the transient response. 

The transient response design compensators are implemented through PD 
controllers or lead compensators. PD controllers add a zero to compensate the 
transient response; they are considered ideal. Lead compensators, on the other hand, 
are not ideal since they add a pole along with the zero. Lead compensators are 
usually passive networks. 

We can correct both transient response and steady-state error with a PID or 
lag-lead compensator. Both of these are simply combinations of the previously 
described compensators. Table 9.7 summarized the types of cascade compensators. 

Feedback compensation can also be used to improve the transient response. 
Here the compensator is placed in the feedback path. The feedback gain is used to 
change the compensator zero or the system's open-loop poles, giving the designer a 
wide choice of various root loci. The system gain is then varied to move along the 
selected root locus to the design point. An advantage of feedback compensation is 
the ability to design a fast response into a subsystem independently of the system's 
total response. 

In the next chapter, we look at another method of design, frequency response, 
which is an alternate method to the root locus. 

^ Review Questions^ 
1. Briefly distinguish between the design techniques in Chapter 8 and Chapter 9. 
2. Name two major advantages of the design techniques of Chapter 9 over the 

design techniques of Chapter 8. 
3. What kind of compensation improves the steady-state error? 
4. What kind of compensation improves transient response? 
5. What kind of compensation improves both steady-state error and transient 

response? 
6. Cascade compensation to improve the steady-state error is based upon what 

pole-zero placement of the compensator? Also, state the reasons for this 
placement. 

7. Cascade compensation to improve the transient response is based upon what 
pole-zero placement of the compensator? Also, state the reasons for this 
placement. 

8. What difference on the s-plane is noted between using a PD controller or using a 
lead network to improve the transient response? 

9. In order to speed up a system without changing the percent overshoot, where 
must the compensated system's poles on the s-plane be located in comparison to 
the uncompensated system's poles? 
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10. Why is there more improvement in steady-state error if a PI controller is used 
instead of a lag network? 

11. When compensating for steady-state error, what effect is sometimes noted in the 
transient response? 

12. A lag compensator with the zero 25 times as far from the imaginary axis as the 
compensator pole will yield approximately how much improvement in steady-
state error? 

13. If the zero of a feedback compensator is at —3 and a closed-loop system pole is at 
-3.001, can you say there will be pole-zero cancellation? Why? 

14. Name two advantages of feedback compensation. 

Problems 
1. Design a PI controller to drive the 

step response error to zero for 
the unity feedback system shown 
in Figure P9.1, where 

WileyPLUS 

dJEJ 
Control Solutions 

G(s) = 
K 

(5+1)(5 + 3)(5-1-10) 

The system operates with a damping ratio of 0.5. 
Compare the specifications of the uncompensated 
and compensated systems. [Section: 9.2] 

R(s) +,<-

_ j 

7) E{s) 
G{s) 

C(s) 

FIGURE P9.1 

2. Consider the unity feedback system shown in Figure 
P9.1, where 

G(s) = 
K 

5(5 + 3)(5 + 6) 

a. Design a PI controller to drive the ramp response 
error to zero for any K that yields stability. 
[Section: 9.2] 

b. Use MATLAB to simulate your JJJJJJL 
design for K—l. Show both S U B 
the input ramp and the out­
put response on the same plot. 

3. The unity feedback system shown in Figure P9.1 with 

G{S) = (5 + 2)(5 + 3)(5 + 7) 

is operating with 10% overshoot. [Section: 9.2] 

a. What is the value of the appropriate static error 
constant? 

b. Find the transfer function of a lag network so that 
the appropriate static error constant equals 4 
without appreciably changing the dominant 
poles of the uncompensated system. 

c. Use MATLAB or any other computer JJJJiJIL 
program to simulate the system ^Eil^P 
to see the effect of your compensator. 

4. Repeat Problem 3 
[Section: 9.2] 

for G{s) = 
K 

5(5+ 3)(5+ 7)' 

5. Consider the unity feedback system shown in Figure 
P9.1 with 

G(s) = K 

;5 + 3)(5 + 5)(5 + 7) 

a. Design a compensator that will yield Kp — 20 
without appreciably changing the dominant pole 
location that yields a 10% overshoot for the 
uncompensated system. [Section: 9.2] 

b. Use MATLAB or any other computer J^JiJL 
program to simulate the un- Vul^P 
compensated and compensated systems . 

c. Use MATLAB or any other computer JJSJJJJL 
program to determine how much ^Eu^P 
time it takes the slow response of the 
lag compensator to bring the output to 
within 2 % of its final compensated value. 

WileyPLUS 

6. The unity feedback system shown Figure MHI.TJA 

Control Solutions 
P9.1 with 

G(5) = 
[5 + 2)(5 + 3)(5+5) 



Chapter 9 Design via Root Locus 

is operating with a dominant-pole damping ratio 
of 0.707. Design a PD controller so that the 
settling time is reduced by a factor of 2. Compare 
the transient and steady-state performance of 
the uncompensated and compensated systems. 
Describe any problems with your design. 
[Section: 9.3] 

7. Redo Problem 6 using MATLAB in MATLAB 

the following way: flKulV 

a. MATLAB will generate the root locus 
for the uncompensated system along 
with the 0.707 damping ratio line. 
You will interactively select the op­
erating point. MATLAB will then in­
form you of the coordinates of the 
operating point, the gain at the oper­
ating point, as well as the estimated 
%OS, Tsr TP,S, conr and Kp represented by 

a second-order approximation at the 
operating point. 

b. MATLAB will display the step response 
of the uncompensated system. 

c. Without further input,MATLAB will 
calculate the compensated design 
point and will then ask you to input 
a value for the PD compensator zero 
from the keyboard. MATLAB will re­
spond with a plot of the root locus 
showing the compensated design point. 
MATLAB will then allow you to keep 
changing the PD compensator value 
from the keyboard until a root locus 
is plotted that goes through the de­
sign point. 

d. For the compensated system, MATLAB will 
inform you of the coordinates of the 
operating point, the gain at the operat­
ing point,as well as the estimated 
%OS, Ts, Tp/.£, <w„, and Kp represented by 
a second-order approximation at the 
operating point. 

e. MATLAB will then display the step 
response of the compensated system. 

8. Design a PD controller for the system shown in 
Figure P9.2 to reduce the settling time by a factor of 
4 while continuing to operate the system with 20% 
overshoot. Compare your performance to that ob­
tained in Example 9.7. 

m ?\ 1 
9 

K 
s(s+ 10)(.v + 20) 

C(s) 

FIGURE P9.2 

9. Consider the unity feedback system shown in Figure 
P9.1 with [Section: 9.3] 

G(s) = 
K 

(, + 4)3 

a. Find the location of the dominant poles to yield a 
1.6 second settling time and an overshoot of 25%. 

b. If a compensator with a zero at —1 is used to 
achieve the conditions of Part a, what must the 
angular contribution of the compensator pole be? 

c. Find the location of the compensator pole. 

d. Find the gain required to meet the requirements 
stated in Part a. 

e. Find the location of other closed-loop poles for 
the compensated system. 

f. Discuss the validity of your second-order 
approximation. 

g. Use MATLAB or any other computer ^ ^ L 
program to simulate the compen- Ciil^P 
sated system to check your design . 

10. The unity feedback system shown in wileypms 
Figure P9.1 with dS> 

Y Control Solutions 

is to be designed for a settling time of 1.667 seconds 
and a 16.3% overshoot. If the compensator zero is 
placed at - 1 , do the following: [Section: 9.3] 

a. Find the coordinates of the dominant poles. 

b. Find the compensator pole. 

c. Find the system gain. 

d. Find the location of all nondominant poles. 

e. Estimate the accuracy of your second-order 
approximation. 

f. Evaluate the steady-state error characteristics. 

g. Use MATLAB or any other computer J^^L 
program to simulate the system ViU^P 
and evaluate the actual tran­
sient response characteristics for a 
step input. 
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of the operating point,the gain at 
the operating point,as well as the 
estimated %0S, Ts, Tp, £, <D„, and Kp rep­
resented by a second-order approxima­
tion at the operating point. 

e. MATLAB will then display the step re­
sponse of the compensated system. 

f. Change the compensator's zero location 
a few times and collect data on the com­
pensated system to see if any other 
choices of compensator zero yield 
advantages over the original design. 

13. Consider the unity feedback system of Figure P9.1 
with 

5(5 + 20)(^ + 40) 

11. Given the unity feedback system of Figure P9.1, 
with 

V ' (5 + 3)(5 + 4)(5 + 7)(5 + 9) 

do the following: [Section: 9.3] 

a. Sketch the root locus. 

b. Find the coordinates of the dominant poles for 
which £ = 0.8. 

c. Find the gain for which t, — 0.8. 

d. If the system is to be cascade-compensated so 
that T$ = 1 second and £ = 0.8, find the compen­
sator pole if the compensator zero is at —4.5. 

e. Discuss the validity of your second-order 
approximation. 

f. Use MATLAB or any other computer iJJJJJL 
program to simulate the compen- ClU^P 
sated and uncompensated systems and 
compare the results to those expected. 

12. Redo Problem 11 using MATLAB in ^ARAB 

the following way: ^ul^P 

a. MATLAB will generate the root locus for 
the uncompensated system along with the 
0 . 8 damping ratio line. You will inter­
actively select the operating point. 
MATLAB will then inform you of the coor­
dinates of the operating point, the gain 
at the operating point, as well as the 
estimated %OS,Ts,Tp,t;,(onr and Kp repre­
sented by a second-order approximation 
at the operating point. 

b. MATLAB will display the step response 
of the uncompensated system. 

c. Without further input, MATLAB will 
calculate the compensated design 
point and will then ask you to input a 
value for the lead compensator pole 
from the keyboard. MATLAB will respond 
with a plot of the root locus showing 
the compensated design point. MATLAB 
will then allow you to keep changing the 
lead compensator pole value from the 
keyboard until a root locus is plotted 
that goes through the design point. 

d. For the compensated system, MATLAB 
will inform you of the coordinates 

The system is operating at 20% overshoot. Design a 
compensator to decrease the settling time by a 
factor of 2 without affecting the percent overshoot 
and do the following: [Section: 9.3] 

a. Evaluate the uncompensated system's dominant 
poles, gain, and settling time. 

b. Evaluate the compensated system's dominant 
poles and settling time. 

c. Evaluate the compensator's pole and zero. Find 
the required gain. 

d. Use MATLAB or any other computer iJJJi^ 
program to simulate the compen- V L H ^ P 
sated and uncompensated 
systems' step response. 

c. Use MATLAB or any other computer ^^IJ^L 
program to simulate both the un- Vid^P 
compensated and compensated systems to 
see the effect of your compensator. 

14. The unity feedback system shown in Figure P9.1 with 

v ' (5+ 15)(52+ 65+ 13) 

is operating with 30% overshoot. [Section: 9.3] 

a. Find the transfer function of a cascade compen­
sator, the system gain, and the dominant pole 
location that will cut the settling time in half if 
the compensator zero is at —7. 

b. Find other poles and zeros and discuss your 
second-order approximation. 
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15. For the unity feedback system of Figure P9.1 with 

K 

18. Consider the unity feedback system of Figure P9.1, 
with 

G(s) = 
s{s + l)(s2 + 105 + 26) 

do the following: [Section: 9.3] 

a. Find the settling time for the system if it is 
operating with 15% overshoot. 

I). Find the zero of a compensator and the gain, K, 
so that the settling time is 7 seconds. Assume that 
the pole of the compensator is located at -15 . 

c. Use MATLAB or any other computer JJJ1JL 
program to simulate the system's Vid^P 
step response to test the compensator. 

16. A unity feedback control system has wiieypws 
the following forward transfer tunc- ^ J J J 
tion: [Section: 9.3] control solutions 

[S) s*(s + 4)(5 + 12) 

a. Design a lead compensator to yield a closed-loop 
step response with 20.5% overshoot and a set­
tling time of 3 seconds. Be sure to specify the 
value of K. 

b. Is your second-order approximation valid? 

c. Use MATLAB or any o t h e r computer JJJJJL 
program t o s i m u l a t e and compare ^Bui^P 
t h e t r a n s i e n t r e s p o n s e of t h e compen­
s a t e d sys t em t o t h e p r e d i c t e d t r a n s i e n t 
r e s p o n s e . 

17. For the unity feedback system of Figure P9.1, with 

K 
G(s) = 

[s2 + 20s + 101)(5 + 20) 

the damping ratio for the dominant poles is to be 
0.4, and the settling time is to be 0.5 second. [Sec­
tion: 9.3] 

a. Find the coordinates of the dominant poles. 

b. Find the location of the compensator zero if the 
compensator pole is at -15 . 

c. Find the required system gain. 

d. Compare the performance of the uncompensated 
and compensated systems. 

e. Use MATLAB or any o t h e r computer MATLAB 
program t o s i m u l a t e t h e system 
t o check your d e s i g n . Redes ign 
i f n e c e s s a r y . 

G(s} = 
K 

(s +3)(s + 5) 

a. Show that the system cannot operate with a 
settling time of 2/3 second and a percent over­
shoot of 1.5 % with a simple gain adjustment. 

b. Design a lead compensator so that the system 
meets the transient response characteristics of 
Part a. Specify the compensator's pole, zero, and 
the required gain. 

19. Given the unity feedback system of Figure P9.1 with 

G(s) = 
K 

[5 + 2)(5 + 4)(5 + 6)(5 + 8) 

Find the transfer function of a lag-lead compensator 
that will yield a settling time 0.5 second shorter than 
that of the uncompensated system, with a damping 
ratio of 0.5, and improve the steady-state error by a 
factor of 30. The compensator zero is at - 5 . Also, 
find the compensated system's gain. Justify any 
second-order approximations or verify the design 
through simulation. [Section: 9.4] 

20. Redo Problem 19 u s i n g a l a g - l e a d MATLAB 

compensa to r and MATLAB in t h e S i J j P 
f o l l o w i n g way: 

a. MATLAB w i l l g e n e r a t e t h e r o o t l o c u s fo r 
t h e uncompensated system a long wi th t h e 
0 . 5 d a m p i n g - r a t i o l i n e . You w i l l i n t e r ­
a c t i v e l y s e l e c t t h e o p e r a t i n g p o i n t . 
MATLAB w i l l t h e n p roceed t o inform you 
of t h e c o o r d i n a t e s of t h e o p e r a t i n g 
p o i n t , t h e g a i n a t t h e o p e r a t i n g p o i n t , 
as w e l l a s t h e e s t i m a t e d %OS, Ts, Tp,%, co„, 
and Kp r e p r e s e n t e d by a s e c o n d - o r d e r a p ­
p r o x i m a t i o n a t t h e o p e r a t i n g p o i n t . 

b. MATLAB w i l l d i s p l a y t h e s t e p r e s p o n s e 
of t h e uncompensa ted s y s t e m . 

c. Without f u r t h e r i n p u t , MATLAB w i l l 
c a l c u l a t e t h e compensated d e s i g n p o i n t 
and w i l l t h e n ask you t o i n p u t a v a l u e fo r 
t h e l e a d compensa tor p o l e from t h e k e y ­
b o a r d . MATLAB w i l l r e spond w i t h a p l o t 
of t h e r o o t l o c u s showing t h e compen­
s a t e d d e s i g n p o i n t . MATLAB w i l l t h e n 
a l l o w you t o keep chang ing t h e l e a d com­
p e n s a t o r p o l e v a l u e from t h e keyboard 
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until a root locus is plotted that goes 
through the design point. 

d. For the compensated system, MATLAB 
will inform you of the coordinates of 
the operating point, the gain at the op­
erating point, as well as the estimated 
%0S, Ts, Tpr£,coni and Kp represented by a 
second-order approximation at the op­
erating point. 

e. MATLAB will then display the step re­
sponse of the compensated system. 

f. Change the compensator's zero location 
a few times and collect data on the com­
pensated system to see if any other 
choices of the compensator zero yield 
advantages over the original design. 

g. Using the steady-state error of the un­
compensated system, add a lag compensa­
tor to yield an improvement of 30 times 
over the uncompensated system's steady-
state error, with minimal effect on the 
designed transient response. Have MAT­
LAB plot the step response. Try several 
values for the lag compensator's pole and 
see the effect on the step response. 

21. Given the uncompensated unity feedback system of 
Figure P9.1, with 

G{s) = 
K 

s(s + l)(s + 3) 

do the following: [Section: 9.4] 

a. Design a compensator to yield the following 
specifications: settling time = 2.86 seconds; per­
cent overshoot = 4.32%; the steady-state error is 
to be improved by a factor of 2 over the un­
compensated system. 

b. Compare the transient and steady-state error 
specifications of the uncompensated and com­
pensated systems. 

c. Compare the gains of the uncompensated and 
compensated systems. 

d. Discuss the validity of your second-order 
approximation. 

e. Use MATLAB or any o t h e r computer MATLAB 

program to s imula t e the un- C u l ^ P 
compensated and compensated systems 
and v e r i f y t h e s p e c i f i c a t i o n s . 

22. For the unity feedback system given in wileyPLUS 
Figure P9.1 with I M i f 

„ Control Solutions 

G® = 4s+ 5)(s+ 11) 

do the following: [Section: 9.4] 

a. Find the gain, K, for the uncompensated system 
to operate with 30% overshoot. 

b. Find the peak time and Kv for the uncompensated 
system. 

c. Design a lag-lead compensator to decrease the 
peak time by a factor of 2, decrease the percent 
overshoot by a factor of 2, and improve the 
steady-state error by a factor of 30. Specify all 
poles, zeros, and gains. 

23. The unity feedback system shown in Figure P9.1 
with 

G{s) = 
K 

{s2 + 4s + 8 ) ( J + 10) 

is to be designed to meet the following specifications: 

Overshoot: Less than 25% 

Settling time: Less than 1 second 

Kp = 10 

Do the following: [Section: 9.4] 

a. Evaluate the performance of the uncompensated 
system operating at 10% overshoot. 

b. Design a passive compensator to meet the de­
sired specifications. 

C. Use MATLAB to simulate the MATLAB 
compensated system. Com- ^^I^P 
pare the response with the desired 
specifications . 

24. Consider the unity feedback system in Figure P9.1, 
with 

G(s) = 
K 

[s + 2){s + 4) 

The system is operated with 4,32% overshoot. In 
order to improve the steady-state error, Kp is to be 
increased by at least a factor of 5. A lag compensa­
tor of the form 

GM = 
(5 + 0.5] 

(5 + o.r 

is to be used. [Section: 9.4] 
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a. Find the gain required for both the compensated 
and the uncompensated systems. 

b. Find the value of Kp for both the compensated 
and the uncompensated systems. 

c. Estimate the percent overshoot and settling time 
for both the compensated and the uncompensated 
systems. 

d. Discuss the validity of the second-order approxi­
mation used for your results in Part c. 

e. Use MATLAB or any other computer J^i^L 
program to simulate the step C M V 
response for the uncompensated and 
compensated systems. What do you no­
tice about the compensated system's 
response? 

f. Design a lead compensator that will correct the 
objection you notice in Part e. 

25. For the unity feedback system in Figure P9.1, with 

G{s) = 
K 

( j + !)(* +4 ) 

design a PID controller that will yield a peak time of 
1.047 seconds and a damping ratio of 0.8, with zero 
error for a step input. [Section: 9.4] 

26. For the unity feedback system in Figure P9.1, with 

G(s) = 
K WileyPLUS 

(s + 4)(s + 6)(s + 10) © E E J 
Control Solutions 

do the following: 

a. Design a controller that will yield no more than 
25% overshoot and no more than a 2-second 
settling time for a step input and zero steady-
state error for step and ramp inputs. 

b. Use MATLAB and verify your WLA& 
design. ff39 

27. Redo Problem 2 6 using MATLAB in JJ^i£L 
the following way: VliUP 

a. MATLAB will ask for the desired per­
cent over shoot, settling time, and PI 
compensator zero. 

b. MATLAB will design the PD controller's 
zero. 

c. MATLAB will display the root locus of 
the PID-compensated system with the 
desired percent overshoot line. 

d. The user will interactively select 
the intersection of the root locus 

and the desired percent over shoot 
line . 

e. MATLAB will display the gain and tran­
sient response characteristics of the 
PID-compensated system. 

f. MATLAB will display the step response 
of the PID-compensated system. 

g. MATLAB will display the ramp response 
of the PID-compensated system. 

28. If the system of Figure P9.3 operates with a damp­
ing ratio of 0.517 for the dominant second-order 
poles, find the location of all closed-loop poles and 
zeros. 

R(s) + , 7) K 

(s2 + 2s + 0.25) 

(5 + 3) 

(5 + 2) 

C(5) 

FIGURE P9.3 

29. For the unity feedback system in Figure P9.1, with 

G{S) = s(s + 2)(s +4)(s + 6) 

do the following: [Section: 9.5] 

a. Design rate feedback to yield a step response 
with no more than 15% overshoot and no 
more than 3 seconds settling time. Use 
Approach 1.. 

b. Use MATLAB and s i m u l a t e your ,V,ATLA5 

compensa ted s y s t e m . 

30. Given the system of Figure P9.4: [Section: 9.5] 

m +, 1QS . 
(X) " K ^ -

* l 
s(s + 4)(s + 9) 

s + a 

C(s) 

FIGURE P9.4 

a. Design the value of K\, as well as a in the feedback 
path of the minor loop, to yield a settling time of 1 
second with 5% overshoot for the step response. 

b. Design the value of K to yield a major-loop 
response with 10% overshoot for a step input. 
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MATLAB 

c. Use MATLAB or any other computer MATLAB 

program to simulate the step re­
sponse to the entire closed-
loop system. 

d. Add a PI compensator to reduce 
the major-loop steady-state 
error to zero and simulate the step 
response using MATLAB or any other 
computer program. 

31. Identify and realize the following controllers with 
operational amplifiers. [Section: 9.6] 

s + 0.01 
a. 

s 
b. 5 + 2 

32. Identify and realize the following 
compensators with passive net­
works. [Section: 9.6] 

5 + 0.1 

WileyPLUS 

CESJ 
Control Solutions 

a. 

b. 

c. 

5 + 0.01 
5 + 2 

5 + 5 
5 + 0.1 

5 + 0.01/ \s + 10 

5 + 1 

33. Repeat Problem 32 using operational amplifiers. 
[Section: 9.6] 

DESIGN PROBLEMS 
34. The room temperature of an 11 m2 room is to be 

controlled by varying the power of an indoor radia­
tor. For this specific room the open-loop transfer 
function from radiator power, Q(s), to temperature, 
T(s), is (Thomas, 2005) 

T(s) (1 x l ( r V + (1.314 x 10"9)5 + (2.66 x 10-13) 
G(s) = 

Q{s) 53 + 0.00163^2 + (5.272 x l(T7).s + (3.538 x 10-11) 

The system is assumed to be in the closed-loop 
configuration shown in Figure P9.1. 

a. For a unit step input, calculate the steady-state 
error of the system. 

b. Try using the procedure of Section 9.2 to design a PI 
controller to obtain zero steady-state error for step 
inputs without appreciably changing the transient 
response. Then explain why it is not possible to do so. 

c. Design a PI controller of the form Gc(s) = 

that will reduce the step-response error 

to zero while not changing significantly the tran­
sient response. (Hint: Place the zero of the 

compensator in a position where the closed-
loop poles of the uncompensated root locus 
will not be affected significantly.) 

d. Use S i m u l i n k t o s i m u l a t e t h e sjrnulink 

sys tems of P a r t s b and c and t o ^ E 9 P 
v e r i f y t h e c o r r e c t n e s s of your d e s i g n 
i n P a r t c . 

35. Figure P9.5 shows a two-tank system. The liquid inflow 
to the upper tank can be controlled using a valve and is 
represented by F0. The upper tank's outflow equals the 
lower tank's inflow and is represented by /¾. The 
outflow of the lower tank is F2. The objective of 
the design is to control the liquid level, y(f), in the 
lower tank. The open-loop transmission for this system 

Y(s) a2ai 
is F0(s) 52 + («i + a4)s + a\a<\ 

(Romagnoli, 2006). 

The system will be controlled in a loop analogous to 
that of Figure P9.1, where the lower liquid level will be 
measured and compared to a set point. The resulting 
error will be fed to a controller, which in turn will open 
or close the valve feeding the upper tank. 

a. Assumingai = 0.04. a2 = 0.0187, a$ = 1, and04 = 
0.227, design a lag compensator to obtain a step-
response steady-state error of 10% without affecting 
the system's transient response appreciably. 
Verify your design through MAUAB 
MATLAB simulations . 

b. 

FIGURE P9.5 

36. Figure P9.6(a) shows a heat-exchanger process 
whose purpose is to maintain the temperature of 
a liquid at a prescribed temperature. 

The temperature is measured using a sensor and a 
transmitter, TT 22, that sends the measurement to a 
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Process 
fluid 

Condensate 
return 

(«) 

Compensator Valve 

TSPts) + 
Gc(s) Gv{s) 

Sensor 

H{s) 

Steam 

T® 

Heat exchanger 

G,h) 
T(s) 

(b) 

FIGURE P9.6 a. Heat-exchanger process (Reprinted with permission of John Wiley & Sons, Inc.); b . block diagram 

corresponding controller, TC 22, that compares the 
actual temperature with a desired temperature set 
point, SP. The controller automatically opens or closes 
a valve to allow or prevent the flow of steam to change 
the temperature in the tank. The corresponding block 
diagram for this system is shown in Figure P9.6(b) 
(Smith 2002). Assume the following transfer functions: 

Gv(*) = 
0.02 

As + 1'' <*(*) = 
70 

50s + 1' 
H(s) = I 

125 + 1 

a. Assuming Gc(s) = K, find the value of K that will 
result in a dominant pole with i; — 0.7. Obtain the 
corresponding Ts. 

b. Design a PD controller to obtain the same damping 
factor as Part a but with a settling time 20% smaller. 

c. Verify your results through 'V'ATLAB 

MATLAB simulation. 

37. Repeat Problem 36, Parts b and c, using a lead 
compensator. 

38. a. Find the transfer function of a motor whose torque-
speed curve and load are given in Figure P9.7. 

Torque 

0.5 N-m 

Motor 

*- RPM 

10 5 kg-m2 

1 N-m-s/rad — 

FIGURE P9.7 

b. Design a tachometer compensator to yield a 
damping ratio of 0.5 for a position control 
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employing a power amplifier of gain 1 and a 
preamplifier of gain 5000. 

c. Compare the transient and steady-state charac­
teristics of the uncompensated system and the 
compensated system. 

WileyPLUS 
39. You are given the motor whose transfer dHljJ'A 

Control Solutions 
function is shown in Figure P9.8(a). 

EJs) 25 
.5(5+1) 

e„is) 

40. A position control is to be designed with a 20% 
overshoot and a settling time of 2 seconds. You 
have on hand an amplifier and a power amplifier 
whose cascaded transfer function is Ki/(s + 20) 
with which to drive the motor. Two 10-turn pots 
are available to convert shaft position into volt­
age. A voltage of ±5TZ volts is placed across the 
pots. A dc motor whose transfer function is of the 
form 

K 

(«) 

mtfi 
- i 

>«•>, 
9 

Amplifier 

*J - t ® -
Motor 

25 
s(s+ 1) 

Tachometer 

Kfs 

cm 

-

(b) 

FIGURE P9.8 

a. If this motor were the forward transfer function of a 
unity feedback system, calculate the percent over­
shoot and settling time that could be expected. 

b. You want to improve the closed-loop response. 
Since the motor constants cannot be changed and 
you cannot use a different motor, an amplifier 
and tachometer are inserted into the loop as 
shown in Figure P9.8(6). Find the values of Kx 

and Kf to yield a percent overshoot of 25% and a 
settling time of 0.2 second. 

c. Evaluate the steady-state error specifications for 
both the uncompensated and the compensated 
systems. 

0o(s) _ 
Ea(s) s{s + a) 

is also available. The transfer function of the 
motor is found experimentally as follows. The 
motor and geared load are driven open-loop by 
applying a large, short, rectangular pulse to the 
armature. An oscillo-gram of the response shows 
that the motor reached 63% of its final output 
value at 1/2 second after the application of the 
pulse. Further, with a constant 10 volts dc applied 
to the armature, the constant output speed was 
100 rad/s. 

a. Draw a complete block diagram of the system, 
specifying the transfer function of each compo­
nent when the system is operating with 20% 
overshoot. 

b. What will the steady-state error be for a unit 
ramp input? 

c. Determine the transient response characteristics. 
d. If tachometer feedback is used around the motor, 

as shown in Figure P9.9, find the tachometer and 
the amplifier gain to meet the original specifica­
tions. Summarize the transient and steady-state 
characteristics. 

Amplifier 

rt(.v) 
Pot 7) 

y-
*. -J/S*— 

y 
Power 
amp 

Tach 

— » • 

omete 

Kf 

Motor 

r 

C(5) 

FIGURE P9.9 
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41. A position control is to be designed with a 10% over­
shoot, a settling time of 1 second, and Kv = 1000. You 
have on hand an amplifier and a power amplifier 
whose cascaded transfer function is K-[/(s + 40) 
with which to drive the motor. Two 10-turn pots are 
available to convert shaft position into voltage. A 
voltage of ±207T volts is placed across the pots. A dc 
motor whose transfer function is of the form 

e0{s) _ K 
Ea(s) s(s + a) 

is also available. The following data are observed from 
a dynamometer test at 50 V. At 25 N-m of torque, the 
motor turns at 1433 rpm. At 75 N-m of torque, the 
motor turns at 478 rpm. The speed measured at the load 
is 0.1 that of the motor. The equivalent inertia, includ­
ing the load, at the motor armature is 100 kg-m2, and 
the equivalent viscous damping, including the load, at 
the motor armature is 50 N-m-s/rad. 

a. Draw a complete block diagram of the system, 
specifying the transfer function of each 
component. 

b. Design a passive compensator to meet the re­
quirements in the problem statement. 

c. Draw the schematic of the compensator showing 
all component values. Use an operational ampli­
fier for isolation where necessary. 

d. Use MATLAB or any other computer JJJjJJL 
program to simulate your system Vul^P 
and show that all requirements have been 
met. 

42. Given the system shown in Figure P9.10, find the 
values of K and Kf so that the closed-loop dominant 
poles will have a damping ratio of 0.5 and the under-
damped poles of the minor loop will have a damping 
ratio of 0.8. 

Power amplifier 
and 

Amplifier PIar* 

-¾ « « . 
V 

1 

K 
- i t 

( 
1 

s+t)2(s + 5 

Tachometer 

Kfs 

) 
CM 

•< 

FIGURE P9.10 

43. Given the system in Figure P9.ll, find the values of 
K and KfSO that the closed-loop system will have a 
4.32% overshoot and the minor loop will have 
a damping ratio of 0.8. Compare the expected 
performance of the system without tachometer 
compensation to the expected performance with 
tachometer compensation. 

Power amplifier 
and 

Amplifier plant 

y. /C(v> 
K 

+ X" I 

(s+!)( .? +5)( .s+10) 

Tachometer 

Kt* 

C(.v) 

FIGURE P9.11 

44. In Problem 57 of Chapter 8, a head-position con­
trol system for a floppy disk drive was designed to 
yield a settling time of 0.1 second through gain 
adjustment alone. Design a lead compensator to 
decrease the settling time to 0.05 second without 
changing the percent overshoot. Also, find the 
required loop gain. 

45. Consider the temperature control system wileypuis 
for a chemical process shown in Figure ^ViJ« 
P9.12. The uncompensated system is op- c°ntfo1 solutions 
erating with a rise time approximately the same as a 
second-order system with a peak time of 16 seconds and 
5% overshoot. There is also considerable steady-state 
error. Design a PID controller so that the compensated 
system will have a rise time approximately equivalent 
to a second-order system with a peak time of 8 seconds 
and 5% overshoot, and zero steady-state error for a 
step input. 

46. Steam-driven power generators rotate at a 
constant speed via a governor that maintains con­
stant steam pressure in the turbine. In addition, 
automatic generation control (AGC) or load 
frequency control (LFC) is added to ensure reli­
ability and consistency despite load variations 
or other disturbances that can affect the distribu­
tion line frequency output. A specific turbine-
governor system can be described only using 
the block diagram of Figure P9.1 in which 
G{s) = Gc(s)Gg{s)G,(s)Gm{s)i where (Khoda-
bakhshian, 2005) 

P9.ll
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Desired 
temperature 

set point + ^ 

-. y 

PID 
controller 

Gc(s) 

Amplifier 

K — * • 

Actuator 
and 

valve 

1 

j + 0.4 

0.5 

5 + 0.f 

— * • 

Chemical 
heat 

process 

0.7 

s2+ Us + 0.25 

temperature 

Temperature sensor 

FIGURE P9.12 Chemical process temperature control system 

Gg(s) = 

G,(s) = 

1 
0.2s 

1 

is the governor's transfer function 

is the turbine transfer function 
0.5s + 1 

G,„(s) = — — represents the machine and load 
10s + 0.8 t m n s f e r fu n c t i o n s 

Gc(s) is the LFC compensation to be designed 
a. Assuming Gc(s) = K, find the value of K that will 

result in a dominant pole with £ = 0.7. Obtain the 
corresponding Ts. 

b. Design a PID controller to obtain the same 
damping factor as in Part a, but with a settling 
time of 2 seconds and zero steady-state error to 
step input commands. 

c. Verify your results using a MA.LAB 

MATLAB simuation. 

47. Repeat Problem 46 using a lag-lead compensator 
instead of a PID controller. Design for a steady-
state error of 1% for a step input command. 

48. Digital versatile disc (DVD) players incorporate 
several control systems for their operations. The 
control tasks include (1) keeping the laser beam 
focused on the disc surface, (2) fast track selection, 
(3) disc rotation speed control, and (4) following a 
track accurately. In order to follow a track, the 
pickup-head radial position is controlled via a volt­
age that operates a voice coil embedded in a magnet 
configuration. For a specific DVD player, the trans­
fer function is given by 

Vis) 
0.63 

0.36 
;s + 305.4 305.4' 

, 0.04 
248.2 248.22 

where x{t) = radial pickup position and v{t) = the 
coil input voltage (Bittanti, 2002). 
a. Assume that the system will be controlled in a 

closed-loop configuration, such as the one shown 
in Figure P9.1. Assuming that the plant, P(s), is 
cascaded with a proportional compensator, 
Gc(s) = K, plot the root locus of the system. 

b. Repeat Part a using MATLAB if J^JiJL 
your root locus plot was ere- ̂ j^^P 
ated by any other tool. 

c. Find the range of K for closed-loop stability, the 
resulting damping factor range, and the smallest 
settling time. 

d. Design a notch filter compensator so that the sys­
tem's dominant poles have a damping factor of f = 
0.7 with a closed-loop settling time of 0.1 second. 

e. Simulate the system's step MATLAB 
r e s p o n s e f o r P a r t c u s i n g flEd^P 
MATLAB. 

f. Add a PI compensator to the system to achieve 
zero steady-state error for a step input without 
appreciably affecting the transient response 
achieved in Part b. 

g. Simulate the system's step ^ ^ ! L 
response for Part e using ^^j^P 
MATLAB. 

49. A coordinate measuring machine (CMM) measures 
coordinates on three-dimensional objects. The ac­
curacy of CMMs is affected by temperature changes 
as well as by mechanical resonances due to joint 
elasticity. These resonances are more pronounced 
when the machine has to go over abrupt changes of 
dimension, such as sharp corners at high speed. 
Each of the machine links can be controlled in a 
closed-loop configuration, such as the one shown in 
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Compensator 

Xrcl (v) + 

Plant 

574.98 

5(52 + 14.24.5 + 3447.91) 

A'(.s) 

Tachometer generator 

0.04665(52+1.155 + 0.33) •* 

FIGURE P9.13 

Figure P9.13 for a specific machine with prismatic 
(sliding) links. In the figure, Xref(.s) is the com­
manded position and X(s) is the actual position. 
The minor loop uses a tachometer generator to 
obtain the joint speed, while the main loop controls 
the joint's position (Ozel, 2003). 

a. Find the value of K that will result in a minor 
loop with £ = 0.5. 

b. Use a notch filter compensator, Gc(s), for the 
external loop so that it results in a closed-loop 
damping factor of f = 0.7 with Ts « 4 seconds. 

c. Use MATLAB to simulate the ^ARAB 
compensated system's closed- ( d ^ P 

loop step response. 

50. Magnetic levitation systems are now used to elevate 
and propel trains along tracks. A diagram of a 

demonstration magnetic levitation system is shown 
in Figure P9.14(a). Action between a permanent 
magnet attached to the Ping-Pong ball, the object to 
be levitated, and an electromagnet provides the lift. 
The amount of elevation can be controlled through 
Va applied to the electromagnet as shown in Figure 
P9.14(a). The elevation is controlled by using a 
photo-detector pair to detect the elevation of the 
Ping-Pong ball. Assume that the elevation control 
system is represented by Figure P9.14(b) and do the 
following (Cho, 1993): 

a. Design a compensator, Gc(s), to yield a settling 
time of 0.1 second or less if the step response is to 
have no more than 1% overshoot. Specify the 
compensator's poles, zeros, and gain. 

b. Cascade another compensator to minimize the 
steady-state error and have the total settling time 

Electromagnet 

Photo j * 
emitter B?T / \ * . 

1 v0 
Amplifier 

circuit 

Photodetector 

Analog 
I/O 

board 

Control 
computer 

V " Permanent magnet 

>v Ping-Pong ball 

wvwwwvw 
Datum line 

(a) 

FIGURE P9.14 a. Magnetic levitation system ( © 1993 I E E E ) ; (figure continues) 



Problems 527 

Stated M 
10 

Compensator Plant 

- - 1 

GM 
V,(.s 

Vjsi 

10s 

(s2-4551)(.v + 286) 

% a . . ! < • * > 

Photocell 

(*) 
FIGURE P9.14 (Continued) b. block diagram 

not exceed 0.5 second. This compensator should 
not appreciably affect the transient response 
designed in Part a. Specify the poles and zeros 
of this compensator. 

c. Use MATLAB or any other computer JĴ JiJL 
program to simulate the system ^Kul^P 
to check your design. 

51. The transfer function for an AFTI/F-16 aircraft 
relating angle of attack, a(t), to elevator deflection, 
8e(t), is given by 

G(s) = 
a(s) 

= 0.072 
(s + 23){s2 + 0.05s + 0.04) 

(s - 0.7)(^ + 1.7)(J2 + 0.085 + 0.04) 

Assume the block diagram shown in Figure P9.15 
for controlling the angle of attack, a, and do the 
following (Monahemi, 1992): 

a. Find the range of K for stability. 

b. Plot or sketch a root locus. 

c. Design a cascade compensator to yield zero 
steady-state error, a settling time of about 0.05 
second, and a percent overshoot not greater than 
20%. 

d. Use MATLAB or any other computer MATLAB 

program to simulate the system 
to check your design. 

Commanded 
angle erf 
attack 

a,is) +xr 

Controller 

K 

Aircraft 

G{s) 

Actual 
angle of 
attack 

a(.v) 

FIGURE P9.15 Simplified block diagram for angle of attack 
control 

52. Figure P9.16 is a simplified block diagram of a self-
guiding vehicle's bearing angle control. Design a 
lead compensator to yield a closed-loop step re­
sponse with 10% overshoot and a settling time of 1.5 
seconds. 

53. An X-4 quadrotor flyer is designed as a small-sized 
unmanned autonomous vehicle (UAV) that flies 
mainly indoors and can help in search and recogni­
zance missions. To minimize mechanical problems 
and for simplicity, this aircraft uses fixed pitch rotors 
with specially designed blades. Therefore, for thrust 
it is necessary to add a fifth propeller. A simplified 
design of the thrust control design can be modeled 

Desired 
bearing angle 

£6^ -
, 

Controller 

K —*-

Steering 

50 

v2+10s + 50 

Vehicle 
dynamics 

1 

s(s + 5) 

Actual 
bearing angle 

FIGURE P9.16 Simplified block diagram of a self-guiding vehicle's bearing angle control 
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as in Figure 9.1 with G(s) = Gc(s)P(s) where 

represents the dynamics of the thruster rotor gain, 
the motor, and the battery dynamics. Initially, the 
system is designed using a proportional compensa­
tor given by Gc(s) = 3 (Pounds, 2009). 
a. Calculate the resulting steady-state error for a 

unit step input. 
b. Design a lag compensator to yield half the 

steady-state error of the proportional compensa­
tor, without appreciably affecting the system's 
transient response. 

c. Use MATLAB to simulate the JiStiL 
original design and the ^j^^P 
lag compensated design. Verify your 
results . 

54. Problem 8.56 described an ac/dc conversion and 
power distribution system for which droop control 
is implemented through the use of a proportional 
controller to stabilize the dc-bus voltage. For sim­
plification, a system with only one source converter 
and one load converter was considered. The param­
eters and design considerations presented in that 
problem, along with some solution results, allow us 
to represent the block-diagram of that system as 
shown in the Figure P9.17. 

y./.-wŵ ' + Q / f ' ( < l J C (J
/'",,,'f'> 125(*2+1225s+ 2530000) '*''» 

i f C' (J3 +1225s2 + 5030000* + 62500000) 

//(.0 
V'*-'/'(-v) I 2 0 0 I 

« + 200 

FIGURE P9.17 

Here Gc(s) is the transfer function of the controller, 
Gp(s) represents the forward path of the controlled 
plant (a conversion and power distribution unit), 
and if(s) is the transfer function of the feedback 
low-pass filter (Karlsson, 2003). 

Prepare a table, such as Table 9.5, where the 
first column, headed Uncompensated, is filled in 
with your results from the proportional design of 

Problem 8.56, assuming an input step, 
Vdc-ref{t) = 750 ll(t). 

Follow Steps 2-8 as described in Section 9.4 
(Example 9.5), to design a proportional-plus-
integral-plus-derivative (PID) controller so that the 
system can operate with a percent overshoot <4.4 %, 
a peak time 20% smaller than that of the un­
compensated system, and zero steady-state error, 
eystep(oc) = 0. Fill in the remaining two columns of 
your table, PD-compensated and PID-compensated. 

PROGRESSIVE ANALYSIS AND DESIGN PROBLEMS 

55. High-speed rail pantograph. Problem 21 in Chap­
ter 1 discusses the active control of a pantograph 
mechanism for high-speed rail systems. In Problem 
79(Z>), Chapter 5, you found the block diagram for 
the active pantograph control system. In Chapter 8, 
Problem 72, you designed the gain to yield a closed-
loop step response with 38% overshoot. A plot of 
the step response should have shown a settling time 
greater than 0.5 second as well as a high-frequency 
oscillation superimposed over the step response 
(O'Conner, 1997). We want to reduce the settling 
time to about 0.3 second, reduce the step response 
steady-state error to zero, and eliminate the high-
frequency oscillation. Away of eliminating the high-
frequency oscillation is to cascade a notch filter with 
the plant. Using the notch filter, 

^ , x s2 + 16s + 9200 
Gn(s) = =— 

(5 + 60)2 

do the following: 
a. Design a PD controller to yield a settling time of 

approximately 0.3 second with no more then 
60% overshoot. 

b. Add a PI controller to yield zero steady-state 
error for step inputs. 

c. Use MATLAB t o p l o t t h e PID/ ^ S J i L 
n o t c h - c o m p e n s a t e d c l o s e d - V i i ISP 
l o o p s t e p r e s p o n s e . 

56. Control of HIV/AIDS. It was shown in Chapter 6, 
Problem 68, that when the virus levels in an HIV/ 
AIDS patient are controlled using RTIs the linear­
ized plant model is 

_ Y{s) _ -520s - 10.3844 
^ ~ This) ~ s3 + 2.6817^2 + 0.11s + 0.0126 
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Assume that the system is embedded in a configu­
ration, such as the one shown in Figure P9.1, where 
G(s) = Gc(s) P(s). Here, Gc(s) is a cascade compen­
sator. For simplicity in this problem, choose the dc 
gain of Gc(s) less than zero to obtain a negative-
feedback system (the negative signs of Gc(s) and 
P(s) cancel out) (Craig, I. K., 2004). 

a. Consider the uncompensated system with 
Gc(s) = -K. Find the value of K that will place 
all closed-loop poles on the real axis. 

b. Use MATLAB to simulate the unit MATLAB 
step response of the gain-corn- ^jjJJB 
pensated system. Note the %OS and the Ts 

from the simulation. 

c. Design a PI compensator so that the steady-state 
error for step inputs is zero. Choose a gain value 
to make all poles real. 

d. UseMATLAB t o s i m u l a t e t h e d e s i g n ^ R A B 
in P a r t c f o r a u n i t s t e p i n p u t . C L I ^ P 

Compare t h e s i m u l a t i o n t o P a r t b . 

57. Hybrid vehicle. In the previous chapter, we used 
the root locus to design a proportional controller 
for the speed control of an HEV. We rearranged 
the block diagram to be a unity feedback system, 
as shown in the block diagram of Figure P7.34 
(Preitl, 2007). The plant and compensator re­
sulted in 

G(s) = 
K{s + 0.60) 

[5 + 0.5858)(5 + 0.0163) 

and we found that ^ = 0 . 7 8 resulted in a critically 
damped system. 

a. Use this design to itemize the performance 
specifications by filling in a table, similar to 
Table 9.5, under the column Uncompensated. 
Take advantage of the results from Chapter 8 
or use MATLAB to find the entries. Plot c{t) 
for r ( 0 = 4 u{t) volts. 

b. Now assume t h a t t h e s y s t e m J^12^ 
s p e c i f i c a t i o n s r e q u i r e ( d ^ P 
ze ro s t e a d y - s t a t e e r r o r fo r s t e p 
i n p u t s , a s t e a d y - s t a t e e r r o r f o r ramp 
i n p u t s < 2 %, a %OS < 4 . 32%, anda s e t t l i n g 
t ime <4 s e c . I t shou ld be e v i d e n t 
t h a t t h i s i s n o t a c c o m p l i s h e d w i t h a p r o ­
p o r t i o n a l c o n t r o l l e r . Thus, s t a r t by 
d e s i g n i n g a PI c o n t r o l l e r t o meet t h e 

r e q u i r e m e n t s . I f n e c e s s a r y add a PD 
mode t o g e t a PID c o n t r o l l e r . S i m u l a t e 
your f i n a l d e s i g n u s i n g MATLAB. F i l l i n 
t h e r e s u l t s of t h i s d e s i g n in t h e second 
column of your t a b l e w i t h t h e head ing 
Compensated. 

c. Now note the following limitations of linear 
control system modeling: 

(1) No limit is set on system variables. For 
example, vehicle acceleration as well as mo­
tor and power amplifier current, torque or 
power do not have upper limits. 

(2) It is assumed that to improve the speed of 
response in Part b, we could place the PI 
controller's zero on top of the pole closest 
to the origin. Realistically, such pole-zero 
cancellation is not always possible to 
maintain. 

If you do not expand your Simulink 
model beyond the described W 
limitations if required for accu­
racy, unrealistic response charac­
teristics, such as rise and settling 
times could result. Look at your 
design results including response 
curves. Are they realistic? If not, 
revise your Simulink model,which 
you developed for Problem 5.81,as 
follows: 

i. Represent the motor armature as a 
first-order system with a unity 
steady-state gain and a time con­
stant of 50 ms,which avoids the 
creation of internal algebraic 
closed-loops and shouldhavenegli­
gible effect on system response; 

ii. Add a saturation element at the out­
put of the motor armature and set it 
to an upper limit of 250 A/ 

iii. Use the following PI settings . The 
PI settings of the speed controller 
are P = 61 and 1 = 0.795. The PI set­
tings of the torque controller are 
P=10 and 1 = 6; 

iv. Run the modified model and comment 
on the graphs obtained for motor 
current, car acceleration, and 
speed. 
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Experiment 9.1 

Objectives To perform a trade-off study for lead compensation. To design a PI 
controller and see its effect upon steady-state error. 

Minimum Required Software Packages MATLAB, and the Control Sys­
tem Toolbox 

Prelab 
1. How many lead compensator designs will meet the transient response specifica­

tions of a system? 
2. What differences do the lead compensators of Prelab 1 make? 
3. Design a lead compensator for a unity negative feedback system with a forward 

transfer function of G(s) = — — to meet the following specifications: 
v ' s(s + 3)(s + 6) 5 F 

percent overshoot = 20%; settling time = 2 seconds. Specify the required gain, 
K. Estimate the validity of the second-order approximation. 

4. What is the total angular contribution of the lead compensator of Prelab 3? 
5. Determine the pole and zero of two more lead compensators that will meet the 

requirements of Prelab 3. 
6. What is the expected steady-state error for a step input for each of the lead-

compensated systems? 
7. What is the expected steady-state error for a ramp input for each of the lead-

compensated systems? 
8. Select one of the lead compensator designs and specify a PI controller that can be 

cascaded with the lead compensator that will produce a system with zero steady-
state error for both step and ramp inputs. 

Lab 
1. Using the SISO Design Tool, create the design in Prelab 3 and plot the root locus, 

step response, and ramp response. Take data to determine the percent overshoot, 
settling time, and step and ramp steady-state errors. Record the gain, K. 

2. Repeat Lab 1 for each of the designs in Prelab 5. 
3. For the design selected in Prelab 8, use the SISO Design Tool and insert the PI 

controller. Plot the step response and measure the percent overshoot, settling 
time, and steady-state error. Also, plot the ramp response for the design and 
measure the steady-state error. 

4. Plot the step and ramp responses for two more values of the PI controller zero. 

Postlab 
1. Make a table showing calculated and actual values for percent overshoot, settling 

time, gain, K, steady-state error for step inputs, and steady-state error for ramp 
inputs. Use the three systems without the PI controller and the single system with 
the PI controller from Lab 3. 

2. Itemize the benefits of each system without the PI controller. 
3. Choose a final design and discuss the reasons for your choice. 
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Experiment 9.2 

Objective To design a PID controller via Lab VIEW 

Minimum Required Software Packages Lab VIEW with the Control De­
sign and Simulation Module 

Prelab 
1. Perform Cyber Exploration Laboratory Experiment 8.3. 

2. Use the system described in Cyber Exploration Laboratory Experiment 8.3 and 
replace the controller described there, Gc(s) = KDS + Kp, with a PID controller. 

3. Design the controller to meet the following requirements: (1) shorten the settling 
time found in the design of Cyber Exploration Laboratory Experiment 8.3 to less 
than 1 sec, and (2) limit the percent overshoot to no more than 5%. 

4. Design a Lab VIEW VI to test your design. The front panel inputs will be the PID 
gains and the numerator and denominator of the plant. The indicators will be the 
transfer functions of the plant, PID controller, and closed-loop system. Finally, 
provide an indicator for the step-response graph. 

Lab Run your LabVIEW VI and obtain the step response of the closed-loop 
system. 

Postlab Compare the transient and steady-state error performance between the 
closed-loop step responses of Cyber Exploration Laboratory Experiment 8.3 and 
this experiment. 
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