
Frequency Response Tech 

^ Chapter Learning Outcomes^ 
After completing this chapter the student will be able to: 

• Define and plot the frequency response of a system (Section 10.1) 

• Plot asymptotic approximations to the frequency response of a system (Section 10.2) 

• Sketch a Nyquist diagram (Section 10.3-10.4) 

• Use the Nyquist criterion to determine the stability of a system (Section 10.5) 

• Find stability and gain and phase margins using Nyquist diagrams and Bode plots 
(Sections 10.6-10.7) 

• Find the bandwidth, peak magnitude, and peak frequency of a closed-loop fre­
quency response given the closed-loop time response parameters of peak time, 
settling time, and percent overshoot (Section 10.8) 

• Find the closed-loop frequency response given the open-loop frequency response 
(Section 10.9) 

• Find the closed-loop time response parameters of peak time, settling time, and 
percent overshoot given the open-loop frequency response (Section 10.10) 

^Case Study Learning Outcomes J 
You will be able to demonstrate your knowledge of the chapter objectives with a case 
study as follows: 

• Given the antenna azimuth position control system shown on the front endpapers 
and using frequency response methods, you will be able to find the range of gain, K, 
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534 Chapter 10 Frequency Response Techniques 

for stability. You will also be able to find percent overshoot, settling time, peak time, 
and rise time, given K. 

( 10.1 Introduction 
The root locus method for transient design, steady-state design, and stability was 
covered in Chapters 8 and 9. In Chapter 8, we covered the simple case of design 
through gain adjustment, where a trade-off was made between a desired transient 
response and a desired steady-state error. In Chapter 9, the need for this trade-off 
was eliminated by using compensation networks so that transient and steady-state 
errors could be separately specified and designed. Further, a desired transient 
response no longer had to be on the original system's root locus. 

This chapter and Chapter 11 present the design of feedback control systems 
through gain adjustment and compensation networks from another perspective— 
that of frequency response. The results of frequency response compensation tech­
niques are not new or different from the results of root locus techniques. 

Frequency response methods, developed by Nyquist and Bode in the 1930s, are 
older than the root locus method, which was discovered by Evans in 1948 (Nyquist, 
1932; Bode, 1945). The older method, which is covered in this chapter, is not as 
intuitive as the root locus. However, frequency response yields a new vantage point 
from which to view feedback control systems. This technique has distinct advantages 
in the following situations: 

1. When modeling transfer functions from physical data, as shown in Figure 10.1 

2. When designing lead compensators to meet a steady-state error requirement and 
a transient response requirement 

3. When finding the stability of nonlinear systems 

4. In settling ambiguities when sketching a root locus 

FIGURE 10.1 National 
Instruments PXI, Compact 
RIO, Compact DAQ, and USB 
hardware plantforms (shown 
from left to right) couple with 
NI Lab VIEW software to 
provide stimulus and acquire 
signals from physical systems. 
NI Lab VIEW can then be used 
to analyze data, determine the 
mathematical model, and 
prototype and deploy a 
controller for the 
physical system (Courtesy National 
Instruments ©2010). 
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We first discuss the concept of frequency response, define frequency response, 
derive analytical expressions for the frequency response, plot the frequency re­
sponse, develop ways of sketching the frequency response, and then apply the 
concept to control system analysis and design. 

The Concept of Frequency Response 
In the steady state, sinusoidal inputs to a linear system generate sinusoidal responses 
of the same frequency. Even though these responses are of the same frequency as the 
input, they differ in amplitude and phase angle from the input. These differences are 
functions of frequency. 

Before defining frequency response, let us look at a convenient representation 
of sinusoids. Sinusoids can be represented as complex numbers called phasors. The 
magnitude of the complex number is the amplitude of the sinusoid, and the angle of 
the complex number is the phase angle of the sinusoid. Thus, M\ cos (tot + ¢{) can be 
represented as MiZ0j where the frequency, &>, is implicit. 

Since a system causes both the amplitude and phase angle of the input to be 
changed, we can think of the system itself as represented by a complex number, 
defined so that the product of the input phasor and the system function yields the 
phasor representation of the output. 

Consider the mechanical system of Figure 10.2(a). If the input force, /(7), is 
sinusoidal, the steady-state output response, x(t), of the system is also sinusoidal and at 
the same frequency as the input. In Figure 10.2(6) the input and output sinusoids are 
represented by complex numbers, or phasors, Mi(to)Z^ (to) and M0 (to)Ztj)0 (to), respec­
tively. Here the M's are the amplitudes of the sinusoids, and the 0's are the phase angles 

Spring x (r) =M0 cos(co + 0„) 

Mass •J[t) = Mj COS((OM- 0,) 

Viscous damper 

la) 

Mj&Zijft 
MifQ)/.<p{a>) 

MM^M 

(b) 

*» t 

Output 

FIGURE 10.2 Sinusoidal 
frequency response: a. system; 
b. transfer function; c. input and 
output waveforms 
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of the sinusoids as shown in Figure 10.2(c). Assume that the system is represented by the 
complex number, M(w)Z0(a>). The output steady-state sinusoid is found by multiplying 
the complex number representation of the input by the complex number representation 
of the system. Thus, the steady-state output sinusoid is 

M0(co)Zfa{co) = Mi(co)M(a>)Z[Pi{a>) + #(<*>)] (10.1) 

From Eq. (10.1) we see that the system function is given by 

and 

¢(0)) = ̂ (0))-^(0)) (10.3) 

Equations (10.2) and (10.3) form our definition of frequency response. We call M(o)) 
the magnitude frequency response and ¢(0)) the phase frequency response. The 
combination of the magnitude and phase frequency responses is called the frequency 
response and is M(a>)Z0(a>). 

In other words, we define the magnitude frequency response to be the ratio of 
the output sinusoid's magnitude to the input sinusoid's magnitude. We define the 
phase response to be the difference in phase angle between the output and the input 
sinusoids. Both responses are a function of frequency and apply only to the steady-
state sinusoidal response of the system. 

Analytical Expressions for Frequency Response 
Now that we have defined frequency response, let us obtain the analytical expression 
for it (Nilsson, 1990). Later in the chapter, we will use this analytical expression to 
determine stability, transient response, and steady-state error. Figure 10.3 shows a 

system, G(s), with the Laplace transform of a general sinusoid, r(t) = A cos o)t 4-
B sin cot = V A2 + B2 cos [o)t - tan- ] (B/A)] as the input. We can represent the input 
as a phasor in three ways: (1) in polar form, MjZfa, where M,- = y A2 + B2 

and 0, = -tan~ 1 (B/A); (2) in rectangular form, A — jB; and (3) using Euler's 
formula, M/e^'. 

We now solve for the forced response portion of C(s), from which we evaluate 
the frequency response. From Figure 10.3, 

_. As + Be* -,. . Mn ., 
c<*> = ( ? w j G ( s ) (10'4) 

We separate the forced solution from the transient solution by performing a partial-
fraction expansion on Eq. (10.4). Thus, 

C(,)=, ASlB<0.,G(s) 
<*+**-/«) (105) 

K K 
= —I — + Partial fraction terms from G(s) 

S + JO) S — ]0) 
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where 

As + Ba, 
S-jCO 

K2=A± + Ba> 

= -(A +jB)G(-ja>) = -Mie-faMce-if* 
*-*-& 2 2 (10.6a) 

_MJMG iiMa) 
" 2 

s+yw S—>+j(t) 

= i (A - jB)G(jco) = -Miet&Mae^*3 

(10.6b) 

For Eqs. (10.6), 2£| is the complex conjugate of j&j,, 

MG = |G(/w)| 

0G = angle of G(/W) 

(10.7) 

(10.8) 

The steady-state response is that portion of the partial-fraction expansion that 
comes from the input waveform's poles, or just the first two terms of Eq. (10.5). 
Hence, the sinusoidal steady-state output, Css(s), is 

s + jco s — jco 

Substituting Eqs. (10.6) into Eq. (10.9), we obtain 

(10.9) 

MiMG f(Mn) MjMG^^n) 

CWW = __ 2 
+ S + JCO S — JO) 

Taking the inverse Laplace transformation, we obtain 

'p-i{ut+4>i+4>G) 4- pJ(a)l+'i>i+<t>G) 

c(t)=MiMG' 

(10.10) 

(10.11) 

= M-MG COS (cot + ¢1 + <f>G) 

which can be represented in phasor form as M0/.<j)0 = ( M I Z 0 1 ) ( M G / 0 G ) » where 
MG^QG

 ls t n e frequency response function. But from Eqs. (10.7) and (10.8), 
MG^4>G = G(jco). In other words, the frequency response of a system whose transfer 
function is G(s) is 

G(jco) = G(s)\ 
S-*]CO (10.12) 

Plotting Frequency Response 
G(jco) = MG{W) < 0G(W) c a n De plotted in several ways; two of them are (1) as a 
function of frequency, with separate magnitude and phase plots; and (2) as a polar plot, 
where the phasor length is the magnitude and the phasor angle is the phase. When 
plotting separate magnitude and phase plots, the magnitude curve can be plotted in 
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decibels (dB) vs. logw, where dB = 20 log M.1 The phase curve is plotted as phase 
angle vs. log co. The motivation for these plots is shown in Section 10.2. 

Using the concepts covered in Section 8.1, data for the plots also can be 
obtained using vectors on the s-plane drawn from the poles and zeros of G{s) to the 
imaginary axis. Here the magnitude response at a particular frequency is the product 
of the vector lengths from the zeros of G(s) divided by the product of the vector 
lengths from the poles of G(s) drawn to points on the imaginary axis. The phase 
response is the sum of the angles from the zeros of G(s) minus the sum of the angles 
from the poles of G(s) drawn to points on the imaginary axis. Performing this 
operation for successive points along the imaginary axis yields the data for the 
frequency response. Remember, each point is equivalent to substituting that point, 
s = jcoi, into G(s) and evaluating its value. 

The plots also can be made from a computer program that calculates the frequency 
response. For example, the root locus program discussed in Appendix H at www.wiley. 
com/college/nise can be used with test points that are on the imaginary axis. The 
calculated K value at each frequency is the reciprocal of the scaled magnitude response, 
and the calculated angle is, directly, the phase angle response at that frequency. 

The following example demonstrates how to obtain an analytical expression 
for frequency response and make a plot of the result. 

Frequency Response from The Transfer Function 

PROBLEM: Find the analytical expression for the magnitude frequency response 
and the phase frequency response for a system G(s) = l/(s + 2). Also, plot both the 
separate magnitude and phase diagrams and the polar plot. 
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FIGURE 10.4 Frequency response plots for G(s) = l/(s + 2): separate magnitude and phase 
diagrams. 

- " v v 

\ 
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'Throughout this book, "log" is used to mean logio, or logarithm to the base 10. 

http://www.wiley
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SOLUTION: First substitute s = jco in the system function and obtain 
G(jeo) = I/(jco + 2) = (2 — jco)/(o)2 + 4). The magnitude of this complex number, 
\G(ja>)\ — M(co) = 1/yj(a)2 +4), is the magnitude frequency response. The phase 
angle of G(jco), ¢(0)) = —tan" 1(co/2), is the phase frequency response. 

G(jco) can be plotted in two ways: (1) in separate magnitude and phase plots 
and (2) in a polar plot. Figure 10.4 shows separate magnitude and phase diagrams, 
where the magnitude diagram is 20 log M(co) = 20 log (1/Vco2 + 4) vs. logco, 
and the phase diagram is ¢(0)) = —tan-: (co/2) vs. log co. The polar plot, shown in 
Figure 10.5, is a plot of M(a>) < 0(o>) = \fy/a?- + 4 < -\ssrx{mJ2) for different co. 

Re G 
(0= 03 = 

1 1 1 1 1 1 1 ' 1- \ ft 0 r / s 
0 oor/s 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 

Note: r/s = rad/s 

FIGURE 10.5 Frequency response plot for G(s) = l/(s + 2): polar plot 

In the previous example, we plotted the separate magnitude and phase re­
sponses, as well as the polar plot, using the mathematical expression for the frequency 
response. Either of these frequency response presentations can also be obtained from 
the other. You should practice this conversion by looking at Figure 10.4 and obtaining 
Figure 10.5 using successive points. For example, at a frequency of 1 rad/s in Fig­
ure 10.4, the magnitude is approximately -7 dB, or 10_7/,2° = 0.447. The phase plot at 
1 rad/s tells us that the phase is about —26°. Thus, on the polar plot a point of radius 
0.447 at an angle of —26° is plotted and identified as 1 rad/s. Continuing in like manner 
for other frequencies in Figure 10.4, you can obtain Figure 10.5. 

Similarly, Figure 10.4 can be obtained from Figure 10.5 by selecting a sequence 
of points in Figure 10.5 and translating them to separate magnitude and phase values. 
For example, drawing a vector from the origin to the point at 2 rad/s in Figure 10.5, 
we see that the magnitude is 20 log 0.35 = —9.12dB and the phase angle is about 
-45°. The magnitude and phase angle are then plotted at 2 rad/s in Figure 10.4 on the 
separate magnitude and phase curves. 

PROBLEM: 

a. Find analytical expressions for the magnitude and phase responses of 

G{S) = (s + 2)(s + 4) 
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b. Make plots of the log-magnitude and the phase, using log-frequency in rad/s 
as the ordinate. 

c. Make a polar plot of the frequency response. 

ANSWERS: 

a. M(co) = for co < VS : $(co) = -arctanf ~), for 
, fa _™a\2 4-(6,^2 \$-co2J 

CO > V8 : 0(eo) = -

(8 - co2y + (6a>) 
( 6co 

% + arctan -

b. See the answer at www.wiley.com/college/nise. 
c. See the answer at www.wiley.com/college/nise. 

The complete solution is at www.wiley.com/college/nise. 

In this section, we defined frequency response and saw how to obtain an 
analytical expression for the frequency response of a system simply by substituting 
s =jco into G(s). We also saw how to make a plot of G(Jco). The next section shows 
how to approximate the magnitude and phase plots in order to sketch them 
rapidly. 

£ 10.2 Asymptotic Approximations: Bode Plots 
The log-magnitude and phase frequency response curves as functions of log co are 
called Bode plots or Bode diagrams. Sketching Bode plots can be simplified because 
they can be approximated as a sequence of straight lines. Straight-line approxima­
tions simplify the evaluation of the magnitude and phase frequency response. 

Consider the following transfer function: 

G(s) = g ( ' + *i)(' + *2)"-(* + gfc) ( 1 ( n 3 ) 

sm(s + pl)(s+p2)---(s+ptt) 

The magnitude frequency response is the product of the magnitude frequency 
responses of each term, or 

\G(jco)\= *K, + *i)ll(J + * 2 ) l - - ^ + ^)1 
l*1l(* + Pl)ll(* +P2)\"'\(3+Pn)\ 

(10.14) 
S—*)(J) 

Thus, if we know the magnitude response of each pole and zero term, we can find the 
total magnitude response. The process can be simplified by working with the 
logarithm of the magnitude since the zero terms' magnitude responses would be 
added and the pole terms' magnitude responses subtracted, rather than, respectively, 
multiplied or divided, to yield the logarithm of the total magnitude response. 
Converting the magnitude response into dB, we obtain 

201og|G0^)|=201og# + 201og|(s + Zi)|+201og|(s + Z2)| 
+ ----20^1^1-20^1(5+^)1----1,^ 

http://www.wiley.com/college/nise
http://www.wiley.com/college/nise
http://www.wiley.com/college/nise
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Thus, if we knew the response of each term, the algebraic sum would yield the total 
response in dB. Further, if we could make an approximation of each term that would 
consist only of straight lines, graphical addition of terms would be greatly simplified. 

Before proceeding, let us look at the phase response. From Eq. (10.13), the 
phase frequency response is the sum of the phase frequency response curves of the 
zero terms minus the sum of the phase frequency response curves of the pole terms. 
Again, since the phase response is the sum of individual terms, straight-line 
approximations to these individual responses simplify graphical addition. 

Let us now show how to approximate the frequency response of simple pole 
and zero terms by straight-line approximations. Later we show how to combine these 
responses to sketch the frequency response of more complicated functions. In 
subsequent sections, after a discussion of the Nyquist stability criterion, we learn 
how to use the Bode plots for the analysis and design of stability and transient 
response. 

Bode Plots for G(s) = (s + a) 
Consider a function, G(s) = (s + a), for which we want to sketch separate logarith­
mic magnitude and phase response plots. Letting s = jco, we have 

G{j(o) = {jeo + a) = a(j- + l ) (10.16) 

At low frequencies when co approaches zero, 

G(ja>) » a (10.17) 

The magnitude response in dB is 

20 log M = 20 log a (10.18) 

where M = \G(Jco)\ and is a constant. Eq. (10.18) is shown plotted in Figure 10.6(a) 
from co = 0.01a to a. 

At high frequencies where co > a, Eq. (10.16) becomes 

G(jco) « aO— j = a ( - ) Z 90° = coZ90° (10.19) 

The magnitude response in dB is 

20 log M = 20 log a + 20 log - = 20 log co (10.20) 

where a < co < oo. Notice from the middle term that the high-frequency approxi­
mation is equal to the low-frequency approximation when co = a, and increases 
for co > a. 

If we plot dB, 20 log M, against logco, Eq. (10.20) becomes a straight line: 

y = 20x (10.21) 

where y = 20 log M, and x = log co. The line has a slope of 20 when plotted as dB vs. 
logco. 

Since each doubling of frequency causes 20 log co to increase by 6 dB, the line 
rises at an equivalent slope of 6 dB/octave, where an octave is a doubling of 
frequency. This rise begins at co = a, where the low-frequency approximation equals 
the high-frequency approximation. 
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FIGURE 10.6 Bode plots of (s + a): a. magnitude plot; b. phase plot 

I0a 100a 

We call the straight-line approximations asymptotes. The low-frequency ap­
proximation is called the low-frequency asymptote, and the high-frequency approxi­
mation is called the high-frequency asymptote. The frequency, «, is called the break 
frequency because it is the break between the low- and the high-frequency 
asymptotes. 

Many times it is convenient to draw the line over a decade rather than an 
octave, where a decade is 10 times the initial frequency. Over one decade, 20 log a> 
increases by 20 dB. Thus, a slope of 6 dB/octave is equivalent to a slope of 20 dB/ 
decade. The plot is shown in Figure 10.6(A) from co = 0.01« to 100«. 

Let us now turn to the phase response, which can be drawn as follows. At the 
break frequency, a, Eq. (10.16) shows the phase to be 45°. At low frequencies, 
Eq. (10.17) shows that the phase is 0°. At high frequencies, Eq. (10.19) shows that the 
phase is 90°. To draw the curve, start one decade (1/10) below the break frequency, 
0.1«, with 0° phase, and draw a line of slope +45° /decade passing through 45° at the 
break frequency and continuing to 90° one decade above the break frequency, 10«. 
The resulting phase diagram is shown in Figure 10.6(6). 

It is often convenient to normalize the magnitude and scale the frequency so 
that the log-magnitude plot will be 0 dB at a break frequency of unity. Normalizing 
and scaling helps in the following applications: 

1. When comparing different first- or second-order frequency response plots, each 
plot will have the same low-frequency asymptote after normalization and the 
same break frequency after scaling. 
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2. When sketching the frequency response of a function such as Eq. (10.13), each 
factor in the numerator and denominator will have the same low-frequency 
asymptote after normalization. This common low-frequency asymptote makes it 
easier to add components to obtain the Bode plot. 

To normalize (s + a), we factor out the quantity a and form a[(s/a) + \]. The 
frequency is scaled by defining a new frequency variable, s\ = s/a. Then 
the magnitude is divided by the quantity a to yield 0 dB at the break frequency. 
Hence, the normalized and scaled function is (si -f 1). To obtain the original 
frequency response, the magnitude and frequency are multiplied by the quantity a. 

We now use the concepts of normalization and scaling to compare the asymptotic 
approximation to the actual magnitude and phase plot for (s + a). Table 10.1 shows the 
comparison for the normalized and scaled frequency response of (s + a). Notice that 
the actual magnitude curve is never greater than 3.01 dB from the asymptotes. This 
maximum difference occurs at the break frequency. The maximum difference for the 
phase curve is 5.71°, which occurs at the decades above and below the break frequency. 
For convenience, the data in Table 10.1 is plotted in Figures 10.7 and 10.8. 

We now find the Bode plots for other common transfer functions. 

TABLE 10.1 Asymptotic and actual normalized and scaled frequency response data 
for (s + a) 

^ H f ™ y 20 log ^ (dB) Phase (degrees) 
a a 

(rad/s) 

0.01 

0.02 

0.04 

0.06 

0.08 

0.1 

0.2 

0.4 

0.6 

0.8 

1 

2 

4 

6 

8 

10 

20 

40 

60 

80 

100 

Asymptotic 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

6 

12 

15.56 

18 

20 

26.02 

32.04 

35.56 

38.06 

40 

Actual 

0.00 

0.00 

0.01 

0.02 

0.03 

0.04 

0.17 

0.64 

1.34 

2.15 

3.01 

6.99 

12.30 

15.68 

18.13 

20.04 

26.03 

32.04 

35.56 

38.06 

40.00 

Asymptotic 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

13.55 

27.09 

35.02 

40.64 

45.00 

58.55 

72.09 

80.02 

85.64 

90.00 

90.00 

90.00 

90.00 

90.00 

90.00 

Actual 

0.57 

1.15 

2.29 

3.43 

4.57 

5.71 

11.31 

21.80 

30.96 

38.66 

45.00 

63.43 

75.96 

80.54 

82.87 

84.29 

87.14 

88.57 

89.05 

89.28 

89.43 
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FIGURE 10.7 Asymptotic and actual normalized and scaled magnitude response of (s + a) 
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FIGURE 10.8 Asymptotic and actual normalized and scaled phase response of (5 + a) 

Bode Plots for G(s) - 1 / ( 5 + 0 ) 
Let us find the Bode plots for the transfer function 

G(s) = 
1 1 

s + a a(S-+l 
(10.22) 
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This function has a low-frequency asymptote of 20 log (1 /a), which is found by 
letting the frequency, s, approach zero. The Bode plot is constant until the break 
frequency, a rad/s, is reached. The plot is then approximated by the high-frequency 
asymptote found by letting s approach oo. Thus, at high frequencies 

1 

G(jco) = 
1 

« - ->]0) 

a 

= §Z - 90° = - Z - 90c 

_ co 

or, in dB, 
1 

201ogM = 20log - - 20log - = -201ogw 
a a 

(10.23) 

(10.24) 

Notice from the middle term that the high-frequency approximation equals the low-
frequency approximation when co = a, and decreases for co > a. This result is similar 
to Eq. (10.20), except the slope is negative rather than positive. The Bode log-
magnitude diagram will decrease at a rate of 20 dB/decade rather than increase at a 
rate of 20 dB/decade after the break frequency. 

The phase plot is the negative of the previous example since the function is the 
inverse. The phase begins at 0° and reaches -90° at high frequencies, going through 
-45° at the break frequency. Both the Bode normalized and scaled log-magnitude 
and phase plot are shown in Figure 10.9(d). 

Bode Plots for G(s)=s 
Our next function, G(s) = s, has only a high-frequency asymptote. Letting s = jco, 
the magnitude is 20 logo), which is the same as Eq. (10.20). Hence, the Bode 
magnitude plot is a straight line drawn with a +20 dB/decade slope passing through 
zero dB when co — \. The phase plot, which is a constant +90°, is shown with the 
magnitude plot in Figure 10.9(A). 

Bode Plots for G(s) = 1/5 
The frequency response of the inverse of the preceding function, G(s) = 1/s, is 
shown in Figure 10.9(b) and is a straight line with a -20 dB/decade slope passing 
through zero dB at co = 1. The Bode phase plot is equal to a constant —90°. 

We have covered four functions that have first-order polynomials in s in the 
numerator or denominator. Before proceeding to second-order polynomials, let us 
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FIGURE 10.9 Normalized and 
scaled Bode plots for 
a. C(s) = s; 
b. G{s) = 1/s; 
(figure continues) 
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FIGURE 10.9 (Continued) 
c. G(s) = (s + a); 
d.G(s) = !/(* +a) 

look at an example of drawing the Bode plots for a function that consists of the 
product of first-order polynomials in the numerator and denominator. The plots will 
be made by adding together the individual frequency response curves. 

Example 10.2 

Bode Plots for Ratio of First-Order Factors 

C(s) PROBLEM: Draw the Bode plots for the system shown in Figure 10.10, where 
G{s) = K(s + 3)/[s{s + l){s + 2)]. 

FIGURE 10.10 Closed-loop 
unity feedback system 

SOLUTION: We will make a Bode plot for the open-loop function 
G{s) = K(s + 3)/[s{s + l)(s + 2)]. The Bode plot is the sum of the Bode plots for 
each first-order term. Thus, it is convenient to use the normalized plot for each of 
these terms so that the low-frequency asymptote of each term, except the pole at the 
origin, is at 0 dB, making it easier to add the components of the Bode plot. We rewrite 
G(s) showing each term normalized to a low-frequency gain of unity. Hence, 

G(s) = 
,(,+1)(1+1) 

(10.25) 

Now determine that the break frequencies are at 1, 2, and 3. The magnitude plot 
should begin a decade below the lowest break frequency and extend a decade above 
the highest break frequency. Hence, we choose 0.1 radian to 100 radians, or three 
decades, as the extent of our plot. 

At co = 0.1 the low-frequency value of the function is found from Eq. (10.25) using 
the low-frequency values for all of the {(s/a) + 1] terms, (that is, s = 0) and the actual 
value for the s term in the denominator. Thus, G(/0.1) « \ K/0.1 = 15 K. The effect of 
K is to move the magnitude curve up (increasing K) or down (decreasing K) by the 
amount of 20 log K. K has no effect upon the phase curve. If we choose K = 1, the 
magnitude plot can be denormalized later for any value of K that is calculated or known. 
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Figure 10.11(a) shows each component of the Bode log-magnitude frequency 
response. Summing the components yields the composite plot shown in Fig­
ure 10.11(6). The results are summarized in Table 10.2, which can be used to 
obtain the slopes. Each pole and zero is itemized in the first column. Reading across 
the table shows its contribution at each frequency. The last row is the sum of the 
slopes and correlates with Figure 10.11(6). The Bode magnitude plot for K = 1 
starts at co = 0.1 with a value of 20 log 15 = 23.52 dB, and decreases immediately at a 
rate of -20 dB/decade, due to the 5 term in the denominator. At co = 1, the (^-(-1) 
term in the denominator begins its 20 dB/decade downward slope and causes an 
additional 20 dB/decade negative slope, or a total of —40 dB/decade. At co — 2, the 
term \{s/2) + 1] begins its -20 dB/decade slope, adding yet another -20 dB/decade 
to the resultant plot, or a total of -60 dB/decade slope that continues until co = 3. 
At this frequency, the [{s/3) +1] term in the numerator begins its positive 

TABLE 10.2 Bode magnitude plot: slope contribution from each pole and zero in 
Example 10.2 

Description 

Pole at 0 

Pole a t - 1 

Pole at - 2 

Zero at - 3 

Total slope (dB/dec) 

0.1 (Start: 
Pole at 0) 

- 2 0 

0 

(J 

0 

- 2 0 

Frequency (rad/s) 

1 (Start: 
Pole at - 1 ) 

- 2 0 

-20 

0 

0 

-40 

2 (Start: 
Pole at -2 ) 

-20 

-20 

- 2 0 

0 

- 6 0 

3 (Start-
Zero at -3 ) 

- 2 0 

- 2 0 

- 2 0 

20 

- 4 0 

FIGURE 10 .11 

Bode log-magnitude plot for 
Example 10.2: 
a. components; 
b. composite 
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20 dB/decade slope. The resultant magnitude plot, therefore, changes from a slope 
of -60 dB/decade to -40 dB/decade at co = 3, and continues at that slope since 
there are no other break frequencies. 

The slopes are easily drawn by sketching straight-line segments decreasing by 
20 dB over a decade. For example, the initial -20 dB/decade slope is drawn from 
23.52dBata; = 0.1, to 3.52 dB (a 20 dB decrease) at m = 1. The-40 dB/decade slope 
starting at m = 1 is drawn by sketching a line segment from 3.52 dB at co = 1, to 
-36.48 dB (a 40 dB decrease) at co — 10, and using only the portion from co = 1 to 
0) = 2. The next slope of —60 dB/decade is drawn by first sketching a line segment 
from <w = 2toa> = 20(l decade) that drops down by 60 dB, and using only that 
portion of the line from o) = 2 to co = 3. The final slope is drawn by sketching a line 
segment from w = 3 to o) = 30 (1 decade) that drops by 40 dB. This slope continues to 
the end of the plot. 

Phase is handled similarly. However, the existence of breaks a decade below 
and a decade above the break frequency requires a little more bookkeeping. 
Table 10.3 shows the starting and stopping frequencies of the 45°/decade slope for 

TABLE 10.3 Bode phase plot: slope contribution from each pole and zero in Example 10.2 

Description 

Pole at - 1 
Pole at - 2 
Zero at —3 
Total slope (deg/dec) 

0.1 (Start: 
Pole at -1) 

-45 

-45 

0.2 (Start: 
Pole at -2) 

-45 
-45 

-90 

Frequency (rad/s) 

0.3 (Start: 
Pole at -3) 

-45 
-45 

45 
-45 

0 (End: 
Pole at -1) 

0 
-45 

45 
0 

20 (End: 
Pole at -2) 

0 
45 
45 

30 (End: 
Zero at —3) 

0 
0 

90 

45 

0 

-45 

-90 

-135 

-180 

1 
( 5 + 1 ) 

3 
2.? 

(H 

-457dec 

""""n (H 
45°/ 

0.1 10 100 
Frequency (rad/s) 

(«) 

FIGURE 10.12 Bode phase 
plot for Example 10.2: 
a. components; 
b. composite 
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each of the poles and zeros. For example, reading across for the pole at —2, we see 
that the -45° slope starts at a frequency of 0.2 and ends at 20. Filling in the rows for 
each pole and then summing the columns yields the slope portrait of the resulting 
phase plot. Looking at the row marked Total slope, we see that the phase plot will 
have a slope of —45°/decade from a frequency of 0.1 to 0.2. The slope will then 
increase to -90°/decade from 0.2 to 0.3. The slope will return to —45°/decade from 
0.3 to 10 rad/s. A slope of 0 ensues from 10 to 20 rad/s, followed by a slope of 
+45°/decade from 20 to 30 rad/s. Finally, from 30 rad/s to infinity, the slope is 
0°/decade. 

The resulting component and composite phase plots are shown in Fig­
ure 10.12. Since the pole at the origin yields a constant -90° phase shift, the 
plot begins at —90° and follows the slope portrait just described. 

Bode Plots for G(s) = s2 + 2$a)ns + co2
n 

Now that we have covered Bode plots for first-order systems, we turn to the Bode 
log-magnitude and phase plots for second-order polynomials in s. The second-order 
polynomial is of the form 

G(s) = s2 + 2l;a>ns + co2
n = to2

n(^ + 2 £ — + 1 ] (10.26) 

Unlike the first-order frequency response approximation, the difference between 
the asymptotic approximation and the actual frequency response can be great for 
some values of £. A correction to the Bode diagrams can be made to improve the 
accuracy. We first derive the asymptotic approximation and then show the difference 
between the asymptotic approximation and the actual frequency response curves. 

At low frequencies, Eq. (10.26) becomes 

G(s) w col = ulZ0° (10.27) 

The magnitude, M, in dB at low frequencies therefore is 

20 log M = 20 log | G O ) | = 20 log co2
n (10.28) 

At high frequencies, 

G{s) « s2 (10.29) 

or 

G(jto) » -co2 = co2Z\80° (10.30) 

The log-magnitude is 

20logM = 20log \G(ja>)\ = 20log co2 = 40logco (10.31) 

Equation (10.31) is a straight line with twice the slope of a first-order term (Eq. 
(10.20)). Its slope is 12 dB/octave, or 40 dB/decade. 



550 Chapter 10 Frequency Response Techniques 

120 

80 

40 

0 

-40 

-120 

Slope = 12 dB/octave 
= 40 dB/decade 

FIGURE 10.13 
Bode asymptotes for 
normalized and scaled 
G(s) =s2+ 2t(ons + o?n: 
a. magnitude; b. phase 
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The low-frequency asymptote (Eq. (10.27)) and the high-frequency asymptote 
(Eq. (10.31)) are equal when co = con. Thus, con is the break frequency for the second-
order polynomial. 

For convenience in representing systems with different con, we normalize and 
scale our findings before drawing the asymptotes. Using the normalized and scaled 
term of Eq. (10.26), we normalize the magnitude, dividing by to2, and scale the 
frequency, dividing by to„. Thus, we plot G(s{)/co2

n=s\+2t;si+\, where 
S] — s/a)n. G(s\) has a low-frequency asymptote at 0 dB and a break frequency of 
1 rad/s. Figure 10.13(a) shows the asymptotes for the normalized and scaled magnitude 
plot. 

We now draw the phase plot. It is 0° at low frequencies (Eq. (10.27)) and 180° at 
high frequencies (Eq. (10.30)). To find the phase at the natural frequency, first 
evaluate G(Jco): 

G{jco) = s2 + 2^tons + CO 
n \$—>ja> 

= {co2, - co2) + j2;conco (10.32) 

Then find the function value at the natural frequency by substituting co = con. Since 
the result is |2|to|, the phase at the natural frequency is +90°. Figure 10.13(5) shows 
the phase plotted with frequency scaled by con. The phase plot increases at a rate of 
90°/decade from 0.1 to 10 and passes through 90° at 1. 

Corrections to Second-Order Bode Plots 
Let us now examine the error between the actual response and the asymptotic 
approximation of the second-order polynomial. Whereas the first-order polynomial 
has a disparity of no more than 3.01 dB magnitude and 5.71° phase, the second-order 
function may have a greater disparity, which depends upon the value of f. 
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From Eq. (10.32), the actual magnitude and phase for G(s) = s2 + 2t;a>ns + a?n 

are, respectively, 

(10.33) M^sjicol-CDlf + WcOnCof 

Phase = tan ' ~4——T» 
col

n - col (10.34) 

These relationships are tabulated in Table 10.4 for a range of values of £ and plotted in 
Figures 10.14 and 10.15 along with the asymptotic approximations for normalized 

TABLE 10.4 Data for normalized and scaled log-magnitude and phase plots for (s2 + 2£cons + to2). Mag = 20 Iog(M/ft>2,] 

Freq. 
CO 

co„ 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

1.10 

1.20 

1.30 

1.40 

1.50 

1.60 

1.70 

1.80 

1.90 

2.00 

3.00 

4.00 

5.00 

6.00 

7.00 

8.00 

9.00 

10.00 

Mag (dB) 
¢ = 0.1 

-0.09 

-0.35 

-0.80 

-1.48 

-2.42 

-3.73 

-5.53 

-8.09 

-11.64 

-13.98 

-10.34 

-6.00 

-2.65 

0.00 

2.18 

4.04 

5.67 

7.12 

8.42 

9.62 

18.09 

23.53 

27.61 

30.89 

33.63 

35.99 

38.06 

39.91 

Phase (deg) 
¢ = 0.1 

1.16 

2.39 

3.77 

5.44 

7.59 

10.62 

15.35 

23.96 

43.45 

90.00 

133.67 

151.39 

159.35 

163.74 

166.50 

168.41 

169.80 

170.87 

171.72 

172.41 

175.71 

176.95 

177.61 

178.04 

178.33 

178.55 

178.71 

178.84 

Mag (dB) 
¢ = 0.2 

-0.08 

-0.32 

-0.74 

-1.36 

-2.20 

-3.30 

-4.70 

-6.35 

-7.81 

-7.96 

-6.24 

-3.73 

-1.27 

0.92 

2.84 

4.54 

6.06 

7.43 

8.69 

9.84 

18.16 

23.57 

27.63 

30.90 

33.64 

36.00 

38.07 

39.92 

Phase (deg) 
¢ = 0.2 

2.31 

4.76 

7.51 

10.78 

14.93 

20.56 

28.77 

41.63 

62.18 

90.00 

115.51 

132.51 

143.00 

149.74 

154.36 

157.69 

160.21 

162.18 

163.77 

165.07 

171.47 

173.91 

175.24 

176.08 

176.66 

177.09 

177.42 

177.69 

Mag (dB) 
¢ = 0.3 

-0.07 

-0.29 

-0.65 

-1.17 

-1.85 

-2.68 

-3.60 

-4.44 

-4.85 

-4.44 

-3.19 

-1.48 

0.35 

2.11 

3.75 

5.26 

6.64 

7.91 

9.09 

10.19 

18.28 

23.63 

27.67 

30.93 

33.66 

36.01 

38.08 

39.93 

Phase (deg) 
¢ = 0.3 

3.47 

7.13 

11.19 

15.95 

21.80 

29.36 

39.47 

53.13 

70.62 

90.00 

107.65 

121.43 

131.50 

138.81 

144.25 

148.39 

151.65 

154.26 

156.41 

158.20 

167.32 

170.91 

172.87 

174.13 

175.00 

175.64 

176.14 

176.53 

(table continues) 
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TABLE 10.4 Data for normalized and scaled log-magnitude and phase plots for (s2 + 2t;cons + afy. Mag = 20 log(M/a>l) 
(Continued) 

Freq. 
CO 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

1.10 

1.20 

1.30 

1.40 

1.50 

1.60 

1.70 

1.80 

1.90 

2.00 

3.00 

4.00 

5.00 

6.00 

7.00 

8.00 

9.00 

10.00 

Mag (dB) 
¢ = 0.5 

-0.04 

-0.17 

-0.37 

-0.63 

-0.90 

-1.14 

-1.25 

-1.14 

-0.73 

0.00 

0.98 

2.13 

3.36 

4.60 

5.81 

6.98 

8.10 

9.17 

10.18 

11.14 

18.63 

23.82 

27.79 

31.01 

33.72 

36.06 

38.12 

39.96 

Phase (deg) 
¢ = 0.5 

5.77 

11.77 

18.25 

25.46 

33.69 

43.15 

53.92 

65.77 

78.08 

90.00 

100.81 

110.14 

117.96 

124.44 

129.81 

134.27 

138.03 

141.22 

143.95 

146.31 

159.44 

165.07 

168.23 

170.27 

171.70 

172.76 

173.58 

174.23 

Mag (dB) 
¢ = 0.7 

0.00 

0.00 

0.02 

0.08 

0.22 

0.47 

0.87 

1.41 

2.11 

2.92 

3.83 

4.79 

5.78 

6.78 

7.76 

8.72 

9.66 

10.56 

11.43 

12.26 

19.12 

24.09 

27.96 

31.12 

33.80 

36.12 

38.17 

40.00 

Phase (deg) 
¢ = 0.7 

8.05 

16.26 

24.78 

33.69 

43.03 

52.70 

62.51 

72.18 

81.42 

90.00 

97.77 

104.68 

110.76 

116.10 

120.76 

124.85 

128.45 

131.63 

134.46 

136.97 

152.30 

159.53 

163.74 

166.50 

168.46 

169.92 

171.05 

171.95 

Mag (dB) 
¢ = 0.1 

0.09 

0.34 

0.75 

1.29 

1.94 

2.67 

3.46 

4.30 

5.15 

6.02 

6.89 

7.75 

8.60 

9.43 

10.24 

11.03 

11.80 

12.55 

13.27 

13.98 

20.00 

24.61 

28.30 

31.36 

33.98 

36.26 

38.28 

40.09 

Phase (deg) 
¢ = 0 1 

11.42 

22.62 

33.40 

43.60 

53.13 

61.93 

69.98 

77.32 

83.97 

90.00 

95.45 

100.39 

104.86 

108.92 

112.62 

115.99 

119.07 

121.89 

124.48 

126.87 

143.13 

151.93 

157.38 

161.08 

163.74 

165.75 

167.32 

168.58 

magnitude and scaled frequency. In Figure 10.14, which is normalized to the square of the 
naturai frequency, the normalized log-magnitude at the scaled natural frequency is 
+20 log 2£. The student should verify that the actual magnitude at the unsealed natural 
frequency is +20 log 2^co2

n. Table 10.4 and Figures 10.14 and 10.15 can be used to improve 
accuracy when drawing Bode plots. For example, a magnitude correction of +20 log 2¢ 
can be made at the natural, or break, frequency on the Bode asymptotic plot. 

Bode Plots for G(s) = 1/(s2 + 2^con5 + o>2
n) 

Bode plots for G(s) = l/(s2 + 2$tons+ to2
n) can be derived similarly to those for 

G(s) = s2 + 2;a)ns -\-co2
n. We find that the magnitude curve breaks at the natural 

frequency and decreases at a rate of -40 dB/decade. The phase plot is 0° at low 
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FIGURE 10.14 Normalized and scaled log-magnitude response for (s2 + 2£a)ns + co2) 

g> 100 

FIGURE 10.15 Scaled phase response for (s2 + 2t;tons + orn 

frequencies. At Q.lco,, it begins a decrease of —90°/decade and continues until 
co = lOoto, where it levels off at -180°. 

The exact frequency response also follows the same derivation as that of 
G(s) = s2 + 2i;cons + co\. The results are summarized in Table 10.5, as well as Fig­
ures 10.16 and 10.17. The exact magnitude is the reciprocal of Eq. (10.33), and the 
exact phase is the negative of Eq. (10.34). The normalized magnitude at the scaled 
natural frequency is -20 log 2^, which can be used as a correction at the break 
frequency on the Bode asymptotic plot. 
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TABLE 10.5 Data for normalized and scaled log-magnitude and phase plots for 1/(52 + 2t;cons + a>2
n). Mag = 20 \og(M/a>l) 

Freq. 
CO 

co„ 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

1.10 

1.20 

1.30 

1.40 

1.50 

1.60 

1.70 

1.80 

1.90 

2.00 

3.00 

4.00 

5.00 

6.00 

7.00 

8.00 

9.00 

10.00 

Mag (dB) 
£ = 0.1 

0.09 

0.35 

0.80 

1.48 

2.42 

3.73 

5.53 

8.09 

11.64 

13.98 

10.34 

6.00 

2.65 

0.00 

-2.18 

-4.04 

-5.67 

-7.12 

-8.42 

-9.62 

-18.09 

-23.53 

-27.61 

-30.89 

-33.63 

-35.99 

-38.06 

-39.91 

Phase (deg) 
£ = 0.1 

-1.16 

-2.39 

-3.77 

-5.44 

-7.59 

-10.62 

-15.35 

-23.96 

-43.45 

-90.00 

-133.67 

-151.39 

-159.35 

-163.74 

-166.50 

-168.41 

-169.80 

-170.87 

-171.72 

-172.41 

-175.71 

-176.95 

-177.61 

-178.04 

-178.33 

-178.55 

-178.71 

-178.84 

Mag (dB) 
£ = 0.2 

0.08 

0.32 

0.74 

1.36 

2.20 

3.30 

4.70 

6.35 

7.81 

7.96 

6.24 

3.73 

1.27 

-0.92 

-2.84 

-4.54 

-6.06 

-7.43 

-8.69 

-9.84 

-18.16 

-23.57 

-27.63 

-30.90 

-33.64 

-36.00 

-38.07 

-39.92 

Phase (deg) 
£ = 0.2 

-2.31 

-4.76 

-7.51 

-10.78 

-14.93 

-20.56 

-28.77 

-41.63 

-62.18 

-90.00 

-115.51 

-132.51 

-143.00 

-149.74 

-154.36 

-157.69 

-160.21 

-162.18 

-163.77 

-165.07 

-171.47 

-173.91 

-175.24 

-176.08 

-176.66 

-177.09 

-177.42 

-177.69 

Mag (dB) 
£ = 0.3 

0.07 

0.29 

0.65 

1.17 

1.85 

2.68 

3.60 

4.44 

4.85 

4.44 

3.19 

1.48 

-0.35 

-2.11 

-3.75 

-5.26 

-6.64 

-7.91 

-9.09 

-10.19 

-18.28 

-23.63 

-27.67 

-30.93 

-33.66 

-36.01 

-38.08 

-39.93 

Phase (deg) 
£ = 0.3 

-3.47 

-7.13 

-11.19 

-15.95 

-21.80 

-29.36 

-39.47 

-53.13 

-70.62 

-90.00 

-107.65 

-121.43 

-131.50 

-138.81 

-144.25 

-148.39 

-151.65 

-154.26 

-156.41 

-158.20 

-167.32 

-170.91 

-172.87 

-174.13 

-175.00 

-175.64 

-176.14 

-176.53 

(table continues) 
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TABLE 10.5 Data for normalized and scaled log-magnitude and phase plots for l/(s2 + 2$co„s + es?). Mag = 20 \og(M/a)2
n) 

{Continued) 

Freq. 

0)„ 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

1.10 

1.20 

1.30 

1.40 

1.50 

1.60 

1.70 

1.80 

1.90 

2.00 

3.00 

4.00 

5.00 

6.00 

7.00 

8.00 

9.00 

10.00 

Mag (dB) 
£ = 0.5 

0.04 

0.17 

0.37 

0.63 

0.90 

1.14 

1.25 

1.14 

0.73 

0.00 

-0.98 

-2.13 

-3.36 

-4.60 

-5.81 

-6.98 

-8.10 

-9.17 

-10.18 

-11.14 

-18.63 

-23.82 

-27.79 

-31.01 

-33.72 

-36.06 

-38.12 

-39.96 

Phase (deg) 
£ = 0.5 

-5.77 

-11.77 

-18.25 

-25.46 

-33.69 

-43.15 

-53.92 

-65.77 

-78.08 

-90.00 

-100.81 

-110.14 

-117.96 

-124.44 

-129.81 

-134.27 

-138.03 

-141.22 

-143.95 

-146.31 

-159.44 

-165.07 

-168.23 

-170.27 

-171.70 

-172.76 

-173.58 

-174.23 

Mag (dB) 
£ = 0.7 

0.00 

0.00 

-0.02 

-0.08 

-0.22 

-0.47 

-0.87 

-1.41 

-2.11 

-2.92 

-3.93 

-4.79 

-5.78 

-6.78 

-7.76 

-8.72 

-9.66 

-10.56 

-11.43 

-12.26 

-19.12 

-24.09 

-27.96 

-31.12 

-33.80 

-36.12 

-38.17 

-40.00 

Phase (deg) 
£ = 0.7 

-8.05 

-16.26 

-24.78 

-33.69 

-43.03 

-52.70 

-62.51 

-72.18 

-81.42 

-90.00 

-97.77 

-104.68 

-110.76 

-116.10 

-120.76 

-124.85 

-128.45 

-131.63 

-134.46 

-136.97 

-152.30 

-159.53 

-163.74 

-166.50 

-168.46 

-169.92 

-171.05 

-171.95 

Mag (dB) 
£ = 0.1 

-0.09 

-0.34 

-0.75 

-1.29 

-1.94 

-2.67 

-3.46 

-4.30 

-5.15 

-6.02 

-6.89 

-7.75 

-8.60 

-9.43 

-10.24 

-11.03 

-11.80 

-12.55 

-13.27 

-13.98 

-20.00 

-24.61 

-28.30 

-31.36 

-33.98 

-36.26 

-38.28 

-40.09 

Phase (dej 
£ = 0.1 

-11.42 

-22.62 

-33.40 

-43.60 

-53.13 

-61.93 

-69.98 

-77.32 

-83.97 

-90.00 

-95.45 

-100.39 

-104.86 

-108.92 

-112.62 

-115.99 

-119.07 

-121.89 

-124.48 

-126.87 

-143.13 

-151.93 

-157.38 

-161.08 

-163.74 

-165.75 

-167.32 

-168.58 
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FIGURE 10.16 Normalized and scaled log-magnitude response for l/{s2 + 2$co„s + a%) 

-20 
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-100 

-120 

-140 

FIGURE 10.17 Scaled phase response for 1/(52 + 2%®n$ + aft 

Let us now look at an example of drawing Bode plots for transfer functions that 
contain second-order factors. 

Example 10.3 

Bode Plots for Ratio of First- and Second-Order Factors 

PROBLEM: Draw the Bode log-magnitude and phase plots of G(s) for the unity 
feedback system shown in Figure 10.10, where G(s) = (s + 3)/[(s + 2)(52 + Is + 25)]. 
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-20 

-30 

-40 
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—i 

Correctior 

v̂ 
\ 
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SOLUTION: We first convert G(s) to show the normalized components that have 
unity low-frequency gain. The second-order term is normalized by factoring out GJ|, 
forming 

Thus, cot 

2K , 
0)„ 

<m= h> H 
(2)(25) 

(1+1 s2 2 , 5 0 / ^ ,fs2 2 

(2 + 1 ) 25 + 2T + 1 

(10.35) 

(10.36) 

The Bode log-magnitude diagram is shown in Figure 10.18(£>) and is the sum 
of the individual first- and second-order terms of G(s) shown in Figure 10.18(A). We 
solve this problem by adding the slopes of these component parts, beginning and 
ending at the appropriate frequencies. The results are summarized in Table 10.6, 
which can be used to obtain the slopes. The low-frequency value for G(s), found by 

FIGURE 10.18 
Bode magnitude plot for 
G(s) = (s + 3)/ 
[{s + 2)(52 +25 + 25)]: 
a. components; 
b. composite 

TABLE 10.6 Magnitude diagram slopes for Example 10.3 

Description 

Pole at - 2 

Zero at —3 

con = 5 

Total slope (dB/dec) 

0.01 
(Start: 
Plot) 

0 

0 

0 

0 

Frequency (rad/s) 

2 
(Start: 

Pole at - 2 ) 

-20 

0 

0 

-20 

3 
(Start: 

Zero at -3 ) 

- 2 0 

20 

0 

0 

5 
(Start: 

(on = 5) 

-20 

20 

-40 

- 4 0 
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letting 5 = 0, is 3/50, or -24.44 dB. The Bode magnitude plot starts out at this 
value and continues until the first break frequency at 2 rad/s. Here the pole at - 2 
yields a -20 dB/decade slope downward until the next break at 3 rad/s. The zero 
at - 3 causes an upward slope of +20 dB/decade, which, when added to the 
previous —20 dB/decade curve, gives a net slope of 0. At a frequency of 5 rad/s, 
the second-order term initiates a -40 dB/decade downward slope, which con­
tinues to infinity. 

The correction to the log-magnitude curve due to the underdamped second-
order term can be found by plotting a point -20 log 2£ above the asymptotes at the 
natural frequency. Since £ = 0.2 for the second-order term in the denominator of 
G(s), the correction is 7.96 dB. Points close to the natural frequency can be 
corrected by taking the values from the curves of Figure 10.16. 

TABLE 10.7 Phase diagram slopes for Example 10.3 

Description 

Pole at - 2 

Zero at - 3 

co„ = 5 

Total slope (dB/dec) 

0.2 
(Start: 

Pole at -

-45 

-45 

2) 

0.3 
(Start: 

Zero at -

-45 

45 

0 

3) 

Frequency (rad/s) 

0.5 
(Start: 

(o„ at —5) 

-45 

45 

- 9 0 

- 9 0 

20 
(End: 

Pole at -

0 

45 

-90 

-45 

2) 

30 
(End: 

Zero at - 3 ) 

0 

- 9 0 

- 9 0 

50 
(End: 

(o„ = 5 ) 

0 

0 

Xi 

90 

45 

0 

-45 

-90 

FIGURE 10.19 Bode phase 
plot for G(s) = (5 + 3)/ 
[(i + 2)(s2+ 25+ 25)]: 
a. components; 
b. composite 
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We now turn to the phase plot. Table 10.7 is formed to determine the 
progression of slopes on the phase diagram. The first-order pole at - 2 yields a 
phase angle that starts at 0° and ends at -90° via a -45°/decade slope starting a 
decade below its break frequency and ending a decade above its break frequency. 
The first-order zero yields a phase angle that starts at 0° and ends at +90° via a 
+45°/decade slope starting a decade below its break frequency and ending a 
decade above its break frequency. The second-order poles yield a phase angle that 
starts at 0° and ends at -180° via a —90°/decade slope starting a decade below their 
natural frequency (con = 5) and ending a decade above their natural frequency. The 
slopes, shown in Figure 10.19(a), are summed over each frequency range, and the 
final Bode phase plot is shown in Figure 10.19(6). 

Students who are using MATLAB should now run chlOpl in Appendix B. 
You will learn how to use MATLAB to make Bode plots and list the 
pointsontheplots.ThisexercisesolvesExamplelO.3usingMATLAB. 

MATLAB 

Skill-Assessment Exercise 10.2 

PROBLEM: Draw the Bode log-magnitude and phase plots for the system shown in 
Figure 10.10, where 

WileyPLUS 

G(S) - {s+20) cm 
U (, + 1)(, + 7)(, + 50) coZSons 

ANSWER: The complete solution is at www.wiley.com/college/nise. 

Trylt 10.1 
Use MATLAB, the Control 
System Toolbox, and the fol­
lowing statements to obtain the 
Bode plots for the system of 
Skill-Assessment Exercise 10.2 

G=zpk ( [ - 2 0 ] , [ - 1 , - 7 , . . . 
- 5 0 ] , 1) 

bode ( G ) ; g r i d on 

After the Bode plots appear, 
click on the curve and drag to 
read the coordinates. 

In this section, we learned how to construct Bode log-magnitude and Bode 
phase plots. The Bode plots are separate magnitude and phase frequency response 
curves for a system, G(s). In the next section, we develop the Nyquist criterion for 
stability, which makes use of the frequency response of a system. The Bode plots can 
then be used to determine the stability of a system. 

I 10.3 Introduction to the Nyquist 
Criterion 

The Nyquist criterion relates the stability of a closed-loop system to the open-loop 
frequency response and open-loop pole location. Thus, knowledge of the open-
loop system's frequency response yields information about the stability of the 
closed-loop system. This concept is similar to the root locus, where we began 
with information about the open-loop system, its poles and zeros, and developed 
transient and stability information about the closed-loop system. 

http://www.wiley.com/college/nise
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Although the Nyquist criterion will yield stability information at first, we will 
extend the concept to transient response and steady-state errors. Thus, frequency 
response techniques are an alternate approach to the root locus. 

Derivation of the Nyquist Criterion 
Consider the system of Figure 10.20. The Nyquist criterion can tell us how many closed-
loop poles are in the right half-plane. Before deriving the criterion, let us establish four 
important concepts that will be used during the derivation: (1) the relationship between 
the poles of 1 + G{s)H(s) and the poles of G(s)H(s); (2) the relationship between the 
zeros of 1 + G(s)H(s) and the poles of the closed-loop transfer function, T(s); (3) the 
concept of mapping points; and (4) the concept of mapping contours. 

Letting „ 
G{s) = 7^ (10.37a) 

H(s) = 
DH 

we find 

G(s)H(s) = 
NGNH 

DGD H 

1 + G{s)H{s) = 1 + 
NGNH DGDH + NGNH 

DGDH DGDH 

T{s) = 
G(s) NGD H 

l + G{s)H(s) DGDH + NGNH 

(10.37b) 

(10.38a) 

(10.38b) 

(10.38c) 

From Eqs. (10.38), we conclude that (1) the poles of I + G(s)H(s) are the same as the 
poles of G(s)H{s), the open-loop system, and (2) the zeros ofl + G(s)H{s)are the 
same as the poles of T{s), the closed-loop system. 

Next, let us define the term mapping. If we take a complex number on the s-plane 
and substitute it into a function, F(s), another complex number results. This process is 
called mapping. For example, substituting s — 4 +j3 into the function (s2 + 2s +1) 
yieldsl6 +;30. We say that 4 + /3 maps into 16 + /30 through thefunction (s2 + 2s + 1). 

Finally, we discuss the concept of mapping contours. Consider the collection of 
points, called a contour, shown in Figure 10.21 as contour A. Also, assume that 

F(s) = (s - Z]){s - Z2) • • • 

(s -Pi)(s -p2) • • • 
(10.39) 

Contour A can be mapped through F(s) into contour B by substituting each point 
of contour A into the function F(s) and plotting the resulting complex numbers. 
For example, point Q in Figure 10.21 maps into point Q through the function F(s). 

jco 0 

5-plane A 
Contour A 

F(s) 

FIGURE 10.21 Mapping contour A through function F(s) to contour B 
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Contour A 

i-plane 

Contour B 

a —+~F(s) = (s-z{) *-Re R=V 

Contour A 

.s-plane f-plane 

a -+• F{s) = 
] 

is-px) 
- R e R=~ 

\R v o Contour B 

Contour A 
i-plane 

F-plane Contour B 

<J —*~ F(s) = (s - z\) • - R e R = V 

Contour A 

s-plane 
Contour B 

F(s) = 

Contour A 

s-plane 

F(s) = 

FIGURE 10.22 Examples of 
contour mapping 

The vector approach to performing the calculation, covered in Section 8.1, can 
be used as an alternative. Some examples of contour mapping are shown in Fig­
ure 10.22 for some simple F(s). The mapping of each point is defined by complex 
arithmetic, where the resulting complex number, R, is evaluated from the complex 
numbers represented by V, as shown in the last column of Figure 10.22. You should 
verify that if we assume a clockwise direction for mapping the points on contour A, 
then contour B maps in a clockwise direction if F(s) in Figure 10.22 has just zeros or 
has just poles that are not encircled by the contour. The contour B maps in a 
counterclockwise direction if F(s) has just poles that are encircled by the contour. 
Also, you should verify that if the pole or zero of F(s) is enclosed by contour A, the 
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5-plane 

FIGURE 10.23 Vector 
representation of mapping 

I + G//-plane 

F(s) = l + G(s)H(s) 

Contour A 

FIGURE 10.24 Contour 
enclosing right half-plane to 
determine stability 

Contour B 

mapping encircles the origin. In the last case of Figure 10.22, the pole and zero 
rotation cancel, and the mapping does not encircle the origin. 

Let us now begin the derivation of the Nyquist criterion for stability. We show 
that a unique relationship exists between the number of poles of F(s) contained 
inside contour A, the number of zeros of F(s) contained inside contour A, and the 
number of counterclockwise encirclements of the origin for the mapping of contour 
B. We then show how this interrelationship can be used to determine the stability of 
closed-loop systems. This method of determining stability is called the Nyquist 
criterion. 

Let us first assume that F(s) = 1 + G(s)H(s), with the picture of the poles and 
zeros of 1 + G(s)H(s) as shown in Figure 10.23 near contour A. Hence, 
R = ^1^2 ) / ( ^3^4^5) . As each point Q of the contour A is substituted into 
1 + G(s)H(s), a mapped point results on contour B. Assuming that F{s) = 1 + 
G(s)H(s) has two zeros and three poles, each parenthetical term of Eq. (10.39) is a 
vector in Figure 10.23. As we move around contour A in a clockwise direction, each 
vector of Eq. (10.39) that lies inside contour A will appear to undergo a complete 
rotation, or a change in angle of 360°. On the other hand, each vector drawn from the 
poles and zeros of 1 + G(s)H(s) that exist outside contour A will appear to oscillate 
and return to its previous position, undergoing a net angular change of 0°. 

Each pole or zero factor of 1 + G(s)H(s) whose vector undergoes a complete 
rotation around contour A must yield a change of 360° in the resultant, R, or a 
complete rotation of the mapping of contour B. If we move in a clockwise direction 
along contour A, each zero inside contour A yields a rotation in the clockwise 
direction, while each pole inside contour A yields a rotation in the counterclockwise 
direction since poles are in the denominator of Eq. (10.39). 

Thus, N = P - Z, where N equals the number of counterclockwise rotations of 
contour B about the origin; P equals the number of poles of 1 + G(s)H(s) inside 
contour A, and Z equals the number of zeros of 1 + G(s)H(s) inside contour A. 

Since the poles shown in Figure 10.23 are poles of 1 + G(s)H(s), we know from 
Eqs. (10.38) that they are also the poles of G(s)H(s) and are known. But since the zeros 
shown in Figure 10.23 are the zeros of 1 + G(s)H(s), we know from Eqs. (10.38) 
that they are also the poles of the closed-loop system and are not known. Thus, P equals 
the number of enclosed open-loop poles, and Z equals the number of enclosed closed-
loop poles. Hence, N = P - Z,or alternately, Z = P - N, tells us that the number of 
closed-loop poles inside the contour (which is the same as the zeros inside the contour) 
equals the number of open-loop poles of G(s)H(s) inside the contour minus the 
number of counterclockwise rotations of the mapping about the origin. 

If we extend the contour to include the entire right half-plane, as shown in 
Figure 10.24, we can count the number of right-half-plane, closed-loop poles inside 
contour A and determine a system's stability. Since we can count the number of open-
loop poles, P, inside the contour, which are the same as the right-half-plane poles of 
G(s)H(s), the only problem remaining is how to obtain the mapping and find N. 



10.3 Introduction to the Nyquist Criterion 5 6 3 

Since all of the poles and zeros of G(s)H(s) are known, what if we map through 
G(s)H(s) instead of 1 + G(s)H(s)? The resulting contour is the same as a mapping 
through 1 + G(s)H(s), except that it is translated one unit to the left; thus, we count 
rotations about - 1 instead of rotations about the origin. Hence, the final statement 
of the Nyquist stability criterion is as follows: 

If a contour, A, that encircles the entire right half-plane is mapped through 
G(s)H(s), then the number of closed-loop poles, Z, in the right half-plane equals 
the number of open-loop poles, P, that are in the right half-plane minus the number 
of counterclockwise revolutions, N, around - 1 of the mapping; that is, Z = P — N. 
The mapping is called the Nyquist diagram, or Nyquist plot, of G(s)H(s). 

We can now see why this method is classified as a frequency response technique. 
Around contour A in Figure 10.24, the mapping of the points on they'w-axis through the 
function G(s)H(s) is the same as substituting 5 = jco into G(s)H(s) to form the 
frequency response function G(Jco)H(jco). We are thus finding the frequency response 
of G(s)H(s) over that part of contour A on the positive/w-axis. In other words, part of 
the Nyquist diagram is the polar plot of the frequency response of G(s)H(s). 

Applying the Nyquist Criterion to Determine Stability 
Before describing how to sketch a Nyquist diagram, let us look at some typical 
examples that use the Nyquist criterion to determine the stability of a system. These 
examples give us a perspective prior to engaging in the details of mapping. Fig­
ure 10.25(a) shows a contour A that does not enclose closed-loop poles, that is, the 
zeros of 1 + G(s)H(s). The contour thus maps through G(s)H(s) into a Nyquist 
diagram that does not encircle - 1 . Hence, P = 0, N = 0, and Z = P - N = 0. Since 
Z is the number of closed-loop poles inside contour A, which encircles the right 
half-plane, this system has no right-half-plane poles and is stable. 

On the other hand, Figure 10.25(b) shows a contour A that, while it does not 
enclose open-loop poles, does generate two clockwise encirclements of —1. Thus, 
P = 0, N — - 2 , and the system is unstable; it has two closed-loop poles in the right 
half-plane since Z = P — N = 2. The two closed-loop poles are shown inside contour 

J 

I 

s-plane 

o 

o 

CO 

^y 

v. ) 

/ 

Im 

GH-plane 

- O- -»- G(s)H(s) 
-1 

•*- Re 

GH-plme Test radius 

o- -*- G(s)H(s) 

(b) 

*- Re 

O = zeros of 1 + G(s)H(s) 
= poles of closed-loop system 

Location not known 

X = poles of 1 + G(s)H(s) 
= poles of G{s)H(s) 

Location is known 

FIGURE 10.25 Mapping 
examples: a. Contour does not 
enclose closed-loop poles; 
b. contour does enclose closed-
loop poles 
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A in Figure 10.25(b) as zeros of 1 + G(s)H(s). You should keep in mind that the 
existence of these poles is not known a priori. 

In this example, notice that clockwise encirclements imply a negative value for N. 
The number of encirclements can be determined by drawing a test radius from —1 in 
any convenient direction and counting the number of times the Nyquist diagram 
crosses the test radius. Counterclockwise crossings are positive, and clockwise cross­
ings are negative. For example, in Figure 10.25(6), contour B crosses the test radius 
twice in a clockwise direction. Hence, there are - 2 encirclements of the point —1. 

Before applying the Nyquist criterion to other examples in order to determine 
a system's stability, we must first gain experience in sketching Nyquist diagrams. The 
next section covers the development of this skill. 

( 10.4 Sketching the Nyquist Diagram 

FIGURE 10.26 
a. Turbine and generator; 
b. block diagram of 
speed control system 
for Example 10.4 

The contour that encloses the right half-plane can be mapped through the function 
G(s)H(s) by substituting points along the contour into G(s)H(s). The points along 
the positive extension of the imaginary axis yield the polar frequency response of 
G(s)H(s). Approximations can be made to G(s)H(s) for points around the infinite 
semicircle by assuming that the vectors originate at the origin. Thus, their length is 
infinite, and their angles are easily evaluated. 

However, most of the time a simple sketch of the Nyquist diagram is all that is 
needed. A sketch can be obtained rapidly by looking at the vectors of G(s)H(s) and 
their motion along the contour. In the examples that follow, we stress this rapid 
method for sketching the Nyquist diagram. However, the examples also include 
analytical expressions for G(s)H(s) for each section of the contour to aid you in 
determining the shape of the Nyquist diagram. 

Example 10.4 J | 

Sketching a Nyquist Diagram 

PROBLEM: Speed controls find wide application throughout industry and the 
home. Figure 10.26(A) shows one application: output frequency control of electrical 
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power from a turbine and generator pair. By regulating the speed, the control 
system ensures that the generated frequency remains within tolerance. Deviations 
from the desired speed are sensed, and a steam valve is changed to compensate for 
the speed error. The system block diagram is shown in Figure 10.26(6). Sketch the 
Nyquist diagram for the system of Figure 10.26. 

SOLUTION: Conceptually, the Nyquist diagram is plotted by substituting the points 
of the contour shown in Figure 10.27(a) into G(s) = 500/[(s + l){s + 3)(A- + 10)]. 
This process is equivalent to performing complex arithmetic using the vectors of 
G(s) drawn to the points of the contour as shown in Figure 10.27(a) and (6). Each 
pole and zero term of G(s) shown in Figure 10.26(6) is a vector in Figure 10.27(a) 
and (b). The resultant vector, R, found at any point along the contour is in general 
the product of the zero vectors divided by the product of the pole vectors (see 
Figure 10.27(c)). Thus, the magnitude of the resultant is the product of the zero 
lengths divided by the product of the pole lengths, and the angle of the resultant is 
the sum of the zero angles minus the sum of the pole angles. 

As we move in a clockwise direction around the contour from point A to 
point C in Figure 10.27(a), the resultant angle goes from 0° to - 3 x 90° = -270°, or 
from A' to C in Figure 10.27(c). Since the angles emanate from poles in the 
denominator of G(s), the rotation or increase in angle is really a decrease in angle 
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of the function G(s); the poles gain 270° in a counterclockwise direction, which 
explains why the function loses 270°. 

While the resultant moves from A' to C' in Figure 10.27(c), its magnitude 
changes as the product of the zero lengths divided by the product of the pole lengths. 
Thus, the resultant goes from a finite value at zero frequency (at point A of Figure 
10.27(A), there are three finite pole lengths) to zero magnitude at infinite frequency at 
point C (at point C of Figure 10.27(A), there are three infinite pole lengths). 

The mapping from point A to point C can also be explained analytically. From 
A to C the collection of points along the contour is imaginary. Hence, from A to C, 
G{s) = G(jco), or from Figure 10.26(b), 

= (-140,2+ 30)+y(43a,-aP) ( 1 0-4 0 ) re \ 5 0 ° 
Gijco) = (s + 1){S + 3)(5 + 10) 

Multiplying the numerator and denominator by the complex conjugate of the 
denominator, we obtain 

= ^ ( - 1 4 ^ + 30) -7(430, -^) 
(-14o,2 + 30)2 + (43o,-o,3)2 

At zero frequency, Gijco) = 500/30 = 50/3. Thus, the Nyquist diagram starts at 
50/3 at an angle of 0°. As co increases the real part remains positive, and the 
imaginary part remains negative. At co = -y/30/14, the real part becomes negative. 
At co = -\A3, the Nyquist diagram crosses the negative real axis since the imaginary 
term goes to zero. The real value at the axis crossing, point Q in Figure 10.27(c), 
found by substituting into Eq. (10.41), is -0.874. Continuing toward co = oo, the 
real part is negative, and the imaginary part is positive. At infinite frequency 
Gijco) 5¾ 500//a,3, or approximately zero at 90°. 

Around the infinite semicircle from point C to point D shown in Figure 10.27(5), 
the vectors rotate clockwise, each by 180°. Hence, the resultant undergoes a counter­
clockwise rotation of 3 x 180°, starting at point C and ending at point D' of 
Figure 10.27(c). Analytically, we can see this by assuming that around the infinite 
semicircle, the vectors originate approximately at the origin and have infinite length. 
For any point on the s-plane, the value of G(s) can be found by representing each 
complex number in polar form, as follows: 

G^ = (^-^^-0(^-3^-0(^-10^-10) ( 1 ° ' 4 2 ) 

where 2?_, is the magnitude of the complex number (̂  + 1), and 9--, is the angle of 
the complex number (s + i). Around the infinite semicircle, all R-t are infinite, and 
we can use our assumption to approximate the angles as if the vectors originated at 
the origin. Thus, around the infinite semicircle, 

°W= 0 (̂9-, f?-, + a-ro)
 = 0 ^ - ( g - + ^ + ̂  ( 1 ° - 4 3 ) 

At point C in Figure 10.27(6), the angles are all 90°. Hence, the resultant is 0Z - 270°, 
shown as point C in Figure 10.27(c). Similarly, at point D, G{s) = 0Z + 270° and 
maps into point D'. You can select intermediate points to verify the spiral whose 
radius vector approaches zero at the origin, as shown in Figure 10.27(c). 

The negative imaginary axis can be mapped by realizing that the real part of 
G(jco)H(jco) is always an even function, whereas the imaginary part of G(ja))H(jco) 
is an odd function. That is, the real part will not change sign when negative values of 
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co are used, whereas the imaginary part will change sign. Thus, the mapping of the 
negative imaginary axis is a mirror image of the mapping of the positive imaginary 
axis. The mapping of the section of the contour from points D to A is drawn as a 
mirror image about the real axis of the mapping of points A to C. 

In the previous example, there were no open-loop poles situated along the 
contour enclosing the right half-plane. If such poles exist, then a detour around the 
poles on the contour is required; otherwise, the mapping would go to infinity in an 
undetermined way, without angular information. Subsequently, a complete sketch of 
the Nyquist diagram could not be made, and the number of encirclements of —1 
could not be found. 

Let us assume a G(s)H(s) = N(s)/sD(s) where D(s) has imaginary roots. The s 
term in the denominator and the imaginary roots of D(s) are poles of G(s)H(s) that 
lie on the contour, as shown in Figure 10.28(a). To sketch the Nyquist diagram, the 
contour must detour around each open-loop pole lying on its path. The detour can be 
to the right of the pole, as shown in Figure 10.28(6), which makes it clear that each 
pole's vector rotates through +180° as we move around the contour near that pole. 
This knowledge of the angular rotation of the poles on the contour permits us to 
complete the Nyquist diagram. Of course, our detour must carry us only an infini­
tesimal distance into the right half-plane, or else some closed-loop, right-half-plane 
poles will be excluded in the count. 

We can also detour to the left of the open-loop poles. In this case, each pole 
rotates through an angle of -180° as we detour around it. Again, the detour must be 
infinitesimally small, or else we might include some left-half-plane poles in the 
count. Let us look at an example. 

5-plane s-plane s-plane 

»- o- — o FIGURE 10.28 Detouring 
around open-loop poles: 
a. poles on contour; 
b. detour right; 
c detour left 

Example 10.5 

Nyquist Diagram for Open-Loop Function with Poles on Contour 

PROBLEM: Sketch the Nyquist diagram of the unity feedback system of Fig­
ure 10.10, where G{s) = {s + 2)/s2. 

SOLUTION: The system's two poles at the origin are on the contour and must be 
bypassed, as shown in Figure 10.29(a). The mapping starts at point A and continues 
in a clockwise direction. Points A, B, C, D, E, and F of Figure 10.29(a) map 
respectively into points A', B\ C, D, E!, andF' of Figure 10.29(6). 

At point A, the two open-loop poles at the origin contribute 2 x 90° = 180°, 
and the zero contributes 0°. The total angle at point A is thus -180°. Close to the 
origin, the function is infinite in magnitude because of the close proximity to the 
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Test radius GH-plane 

Two poles 

FIGURE 10.29 a. Contour for Example 10.5; b. Nyquist diagram for Example 10.5 

two open-loop poles. Thus, point A maps into point A', located at infinity at an 
angle of-180°. 

Moving from point A to point B along the contour yields a net change in angle 
of +90° from the zero alone. The angles of the poles remain the same. Thus, the 
mapping changes by +90° in the counterclockwise direction. The mapped vector 
goes from -180° aXA' to - 90° atS'. At the same time, the magnitude changes 
from infinity to zero since at point B there is one infinite length from the zero 
divided by two infinite lengths from the poles. 

Alternately, the frequency response can be determined analytically from 
G(jco) — (2 +;'&>)/(—<y2), considering co going from 0 to oo. At low frequencies, 
G(jco) « 2/(-o)z), or oo Z180°. At high frequencies, G(jco) « / / ( - » ) , or 0Z - 90°. 
Also, the real and imaginary parts are always negative. 

As we travel along the contour BCD, the function magnitude stays at zero 
(one infinite zero length divided by two infinite pole lengths). As the vectors move 
through BCD, the zero's vector and the two poles' vectors undergo changes of 
-180° each. Thus, the mapped vector undergoes a net change of +180°, which is the 
angular change of the zero minus the sum of the angular changes of the poles 
{-180 - [2(-180)] = +180}. The mapping is shown as B' C' D', where the resultant 
vector changes by +180° with a magnitude of e that approaches zero. 

From the analytical point of view, 

^-pfife) (ia44) 

anywhere on the s-plane where i?_2Z0_2 is the vector from the zero at - 2 to any 
point on the s-plane, and ROZ8Q is the vector from a pole at the origin to any point 
on the s-plane. Around the infinite semicircle, all J?_,- = oo, and all angles can be 
approximated as if the vectors originated at the origin. Thus at point B, G(s) = 
0Z - 90° since all 0_f = 90° in Eq. (10.44). At point C, all R-t = oo, and all 0_f- = 0° 
in Eq. (10.44). Thus, G(s) = 0Z0°. At point D, all /?_, = oo, and all 0_* = -90° in 
Eq. (10.44). Thus, G(s) = 0Z90°. 

The mapping of the section of the contour from D to E is a mirror image of 
the mapping of A to B. The result is D' to E'. 

Finally, over the section EFA, the resultant magnitude approaches infinity. 
The angle of the zero does not change, but each pole changes by +180°. This 
change yields a change in the function of - 2 x 180° = -360°. Thus, the mapping 
from E'toA' is shown as infinite in length and rotating -360°. Analytically, 
we can use Eq. (10.44) for the points along the contour EFA. At E, 
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G(s) = (2Z0°)/[(eZ - 90°)(eZ - 90°)] = 00ZI8O0. At F, G{s) = (2Z0° ) / [ (<FZ0° ) 

(eZO0)] = ooZ0°. At A, G{s) = (2Z0°)/[(6Z90o)(<=Z90°)] = ooZ - 180°. 
The Nyquist diagram is now complete, and a test radius drawn from - 1 in 

Figure 10.29(6) shows one counterclockwise revolution, and one clockwise revo­
lution, yielding zero encirclements. 

S t u d e n t s who a r e u s i n g MATLAB s h o u l d now run ch l0p2 i n Appendix B. 
You w i l l l e a r n how t o u s e MATLAB t o make a N y q u i s t p l o t and l i s t t h e 
p o i n t s on t h e p l o t . You w i l l a l s o l e a r n how t o s p e c i f y a r ange f o r 
f r e q u e n c y . T h i s e x e r c i s e s o l v e s Example 1 0 . 5 u s i n g MATLAB. 

PROBLEM: Sketch the Nyquist diagram for the system shown in Figure 10.10 where 

G{S) = (. + 2)(5 + 4) 

Compare your sketch with the polar plot in Skill-Assessment Exercise 10.1(c). 

ANSWER: The complete solution is located at www.wiley.com/college/nise. 

In this section, we learned how to sketch a Nyquist diagram. We saw how to 
calculate the value of the intersection of the Nyquist diagram with the negative real 
axis. This intersection is important in determining the number of encirclements of 
—1. Also, we showed how to sketch the Nyquist diagram when open-loop poles exist 
on the contour; this case required detours around the poles. In the next section, we 
apply the Nyquist criterion to determine the stability of feedback control systems. 

( 1 0 . 5 Stability via the Nyquist Diagram 
We now use the Nyquist diagram to determine a system's stability, using the simple 
equation Z = P — N. The values of P, the number of open-loop poles of G(s)H(s) 
enclosed by the contour, and N, the number of encirclements the Nyquist diagram 
makes about — 1, are used to determine Z, the number of right-half-plane poles of 
the closed-loop system. 

If the closed-loop system has a variable gain in the loop, one question we would 
like to ask is, "For what range of gain is the system stable?" This question, previously 
answered by the root locus method and the Routh-Hurwitz criterion, is now answered 
via the Nyquist criterion. The general approach is to set the loop gain equal to unity 
and draw the Nyquist diagram. Since gain is simply a multiplying factor, the effect of 
the gain is to multiply the resultant by a constant anywhere along the Nyquist diagram. 

For example, consider Figure 10.30, which summarizes the Nyquist approach 
for a system with variable gain, K. As the gain is varied, we can visualize the Nyquist 
diagram in Figure 10.30(c) expanding (increased gain) or shrinking (decreased gain) 
like a balloon. This motion could move the Nyquist diagram past the —1 point, 
changing the stability picture. For this system, since P = 2, the critical point must be 
encircled by the Nyquist diagram to yield N = 2 and a stable system. A reduction in 

MATLAB 

http://www.wiley.com/college/nise
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FIGURE 10.30 Demonstra t ing 
Nyquist stability: a. system; 
b. contour; c. Nyquist diagram 
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Trylt 10.2 
Use MATLAB, the Control 
System Toolbox, and the fol­
lowing statements to plot the 
Nyquist diagram of the system 
shown in Figure 10.30(a). 

G=zpk( [ -3 , -5 ] , . . . 
[ 2 , 4 ] , 1 ) 

nyquiSt(G) 

After the Nyquist diagram 
appears, click on the curve and 
drag to read the coordinates. 

gain would place the critical point outside the Nyquist diagram where N = 0, 
yielding Z = 2, an unstable system. 

From another perspective we can think of the Nyquist diagram as remaining 
stationary and the —1 point moving along the real axis. In order to do this, we set the 
gain to unity and position the critical point at — 1/K rather than —1. Thus, the critical 
point appears to move closer to the origin as K increases. 

Finally, if the Nyquist diagram intersects the real axis at —1, then G(jco)H(jco) — 
—1. From root locus concepts, when G(s)H(s) = —1, the variable s is a closed-loop 
pole of the system. Thus, the frequency at which the Nyquist diagram intersects —1 is 
the same frequency at which the root locus crosses the /co-axis. Hence, the system is 
marginally stable if the Nyquist diagram intersects the real axis at —1. 

In summary, then, if the open-loop system contains a variable gain, K, set K = 
1 and sketch the Nyquist diagram. Consider the critical point to be at -1/K rather 
than at - 1 . Adjust the value of K to yield stability, based upon the Nyquist criterion. 

Example 10.6 

Range of Gain for Stability via The Nyquist Criterion 

PROBLEM: For the unity feedback system of Figure 10.10, where 
G{s) = K/[s(s + 3)(^ + 5)], find the range of gain, K, for stability, instability, and 
the value of gain for marginal stability. For marginal stability also find the 
frequency of oscillation. Use the Nyquist criterion. 

SOLUTION: First set K = 1 and sketch the Nyquist diagram for the system, using 
the contour shown in Figure 10.31(a). For all points on the imaginary axis, 

GUco)H(jco) = 
K 

5(5 + 3)(5 + 5) 

-8o)2 - ;'(15&> - co3 

K=1_64o;4 + w2(15-ft>2; 
(10.45) 

At co = 0, G{jco)H{jco) = -0.0356 -/00. 
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Next find the point where the Nyquist diagram intersects the negative real 
axis. Setting the imaginary part of Eq. (10.45) equal to zero, we find co = vT5. 
Substituting this value of co back into Eq. (10.45) yields the real part of -0.0083. 
Finally, at co = oo, G(jco)H{jco) = G(s)H(s)\sHoo = l/(yoo)3 = 0Z - 270°. 

From the contour of Figure 10.31(a), P = 0; for stability N must then be 
equal to zero. From Figure 10.31(^), the system is stable if the critical point lies 
outside the contour (N = 0), so that Z = P — N = 0. Thus, K can be increased by 
1/0.0083 = 120.5 before the Nyquist diagram encircles — 1. Hence, for stability, 
K < 120.5. For marginal stability K = 120.5. At this gain the Nyquist diagram 
intersects — 1, and the frequency of oscillation is \/l5rad/s. 

FIGURE 10.31 
a. Contour for Example 10.6; 
b. Nyquist diagram 

Now that we have used the Nyquist diagram to determine stability, we can 
develop a simplified approach that uses only the mapping of the positive /co-axis. 

Stability via Mapping Only the Positiveyw-Axis 
Once the stability of a system is determined by the Nyquist criterion, continued 
evaluation of the system can be simplified by using just the mapping of the positive 
/co-axis. This concept plays a major role in the next two sections, where we discuss 
stability margin and the implementation of the Nyquist criterion with Bode plots. 

Consider the system shown in Figure 10.32, which is stable at low values of gain 
and unstable at high values of gain. Since the contour does not encircle open-loop 

s-plane 
Root locus 

Contour 

Im 

G//-plane 

, e 
- \ 

> 
> 

N 
> 

Re 

FIGURE 10.32 
a. Contour and root locus of 
system that is stable for small 
gain and unstable for large gain; 
b. Nyquist diagram 
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jco Im 

(a) (b) 

FIGURE 10.33 a. Contour and root locus of system that is unstable for small gain and stable for 
large gain; b. Nyquist diagram 

poles, the Nyquist criterion tells us that we must have no encirclements of —1 for the 
system to be stable. We can see from the Nyquist diagram that the encirclements of 
the critical point can be determined from the mapping of the positive/w-axis alone. If 
the gain is small, the mapping will pass to the right of —1, and the system will be 
stable. If the gain is high, the mapping will pass to the left of —1, and the system will 
be unstable. Thus, this system is stable for the range of loop gain, K, that ensures that 
the open-loop magnitude is less than unity at that frequency where the phase angle is 
180° (or, equivalently, —180°). This statement is thus an alternative to the Nyquist 
criterion for this system. 

Now consider the system shown in Figure 10.33, which is unstable at low values 
of gain and stable at high values of gain. Since the contour encloses two open-loop 
poles, two counterclockwise encirclements of the critical point are required for 
stability. Thus, for this case the system is stable if the open-loop magnitude is greater 
than unity at that frequency where the phase angle is 180° (or, equivalently, —180°). 

In summary, first determine stability from the Nyquist criterion and the 
Nyquist diagram. Next interpret the Nyquist criterion and determine whether the 
mapping of just the positive imaginary axis should have a gain of less than or greater 
than unity at 180°. If the Nyquist diagram crosses ±180° at multiple frequencies, 
determine the interpretation from the Nyquist criterion. 

Stability Design via Mapping Positive /co-Axis 

PROBLEM: Find the range of gain for stability and instability, and the gain for 
marginal stability, for the unity feedback system shown in Figure 10.10, where 
G(s) = K/[(s2 + 2s + 2)(s + 2)]. For marginal stability find the radian frequency of 
oscillation. Use the Nyquist criterion and the mapping of only the positive 
imaginary axis. 

SOLUTION: Since the open-loop poles are only in the left-half-plane, the Nyquist 
criterion tells us that we want no encirclements of - 1 for stability. Hence, a gain 
less than unity at ±180° is required. Begin by letting K = 1 and draw the portion 
of the contour along the positive imaginary axis as shown in Figure 10.34(A). In 
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FIGURE 10.34 a. Portion of contour to be mapped for Example 10.7; b. Nyquist diagram of 
mapping of positive imaginary axis 

Figure 10.34(6), the intersection with the negative real axis is found by letting 
5 = jco in G(s)H(s), setting the imaginary part equal to zero to find the frequency, 
and then substituting the frequency into the real part of G(jco)H{jco). Thus, for 
any point on the positive imaginary axis, 

G(jco)H(jco) = 
s—>ja> [s2+2s + 2){s + 2) 

4(1 - co2) -jco{6- co2) 
16(1 - co2)2 + co2{6 - co2)2 

(10.46) 

Setting the imaginary part equal to zero, we find co = \/6. Substituting this value 
back into Eq. (10.46) yields the real part, -(1/20) = (1/20)Z180°. 

This closed-loop system is stable if the magnitude of the frequency response is 
less than unity at 180°. Hence, the system is stable for K < 20, unstable for K > 20, 
and marginally stable for K = 20. When the system is marginally stable, the radian 
frequency of oscillation is \/6. 

Skill-Assessment Exercise 10.4 

PROBLEM: For the system shown in Figure 10.10, where 

G ( i , ) = (5 + 2)(5 + 4)(^ + 6) 
do the following: 

a. Plot the Nyquist diagram. 
b. Use your Nyquist diagram to find the range of gain, K, for stability. 

ANSWERS: 

a. See the answer at www.wiley.com/college/nise. 
b. Stable for K < 480 

WileyPLUS 

Control Solutions 

The complete solution is at www.wiley.com/college/nise. 

http://www.wiley.com/college/nise
http://www.wiley.com/college/nise
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Gain Margin and Phase Margin via 
the Nyquist Diagram 

Now that we know how to sketch and interpret a Nyquist diagram to determine a 
closed-loop system's stability, let us extend our discussion to concepts that will 
eventually lead us to the design of transient response characteristics via frequency 
response techniques. 

Using the Nyquist diagram, we define two quantitative measures of how stable 
a system is. These quantities are called gain margin and phase margin. Systems with 
greater gain and phase margins can withstand greater changes in system parameters 
before becoming unstable. In a sense, gain and phase margins can be qualitatively 
related to the root locus, in that systems whose poles are farther from the imaginary 
axis have a greater degree of stability. 

In the last section, we discussed stability from the point of view of gain at 180° 
phase shift. This concept leads to the following definitions of gain margin and phase 
margin: 

Gain margin, GM. The gain margin is the change in open-loop gain, expressed in 
decibels (dB), required at 180° of phase shift to make the closed-loop system 
unstable. 

Phase margin, ¢^ . The phase margin is the change in open-loop phase shift required 
at unity gain to make the closed-loop system unstable. 

These two definitions are shown graphically on the Nyquist diagram in Figure 10.35. 
Assume a system that is stable if there are no encirclements of —1. Using 

Figure 10.35, let us focus on the definition of gain margin. Here a gain difference 
between the Nyquist diagram's crossing of the real axis at — \/a and the - 1 critical 
point determines the proximity of the system to instability. Thus, if the gain of the 
system were multiplied by a units, the Nyquist diagram would intersect the critical 
point. We then say that the gain margin is a units, or, expressed in dB, GM = 20 log a. 
Notice that the gain margin is the reciprocal of the real-axis crossing expressed in dB. 

lm 

GW-plane 
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Gain difference \ 
before instability 

Unit circle 

\ 

\ 

\ 

Phase difference 
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Gain margin = GM = 20 log a Phase margin = $ M = « 

FIGURE 10.35 Nyquist diagram showing gain and phase margins 
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In Figure 10.35, we also see the phase margin graphically displayed. At point 
Q', where the gain is unity, a represents the system's proximity to instability. That is, 
at unity gain, if a phase shift of a degrees occurs, the system becomes unstable. 
Hence, the amount of phase margin is a. Later in the chapter, we show that phase 
margin can be related to the damping ratio. Thus, we will be able to relate 
frequency response characteristics to transient response characteristics as well 
as stability. We will also show that the calculations of gain and phase margins are 
more convenient if Bode plots are used rather than a Nyquist diagram, such as that 
shown in Figure 10.35. 

For now let us look at an example that shows the calculation of the gain and 
phase margins. 

Example 10.8 

Finding Gain and Phase Margins 

PROBLEM: Find the gain and phase margin for the system of Example 10.7 if 
K = 6. 

SOLUTION: To find the gain margin, first find the frequency where the Nyquist 
diagram crosses the negative real axis. Finding G(jco)H(jco), we have 

G(jco)H(jco) = 
•ya [s2+2s + 2)(5 + 2) 

6[4(1 - co2) - j(o{6 - co2)] 

1 6 ( 1 - ^ + 0)2(6-0)2)2 

(10.47) 

The Nyquist diagram crosses the real axis at a frequency of V6 rad/s. The real part 
is calculated to be —0.3. Thus, the gain can be increased by (1/0.3) = 3.33 before 
the real part becomes —1. Hence, the gain margin is 

GM = 20 log 3.33 = 10.45 dB (10.48) 
To find the phase margin, find the frequency in Eq. (10.47) for which the 

magnitude is unity. As the problem stands, this calculation requires computational 
tools, such as a function solver or the program described in Appendix H.2. Later in 
the chapter we will simplify the process by using Bode plots. Eq. (10.47) has unity gain 
at a frequency of 1.253 rad/s. At this frequency, the phase angle is -112.3°. The 
difference between this angle and -180° is 67.7°, which is the phase margin. 

Students who are using MATLAB should now run chl0p3 in Appendix B. 
You will learn how to use MATLAB to find gain margin, phase 
margin, zero dB frequency, and 180° frequency. This exercise 
solves Example 10.8 using MATLAB. 

MATLAB's LTI Viewer, with the Nyquist diagram selected, is an­
other method that may be used to find gain margin, phase margin, 
zero dB frequency, and 180° frequency. You are encouraged to 
study Appendix E, at www.wiley.com/college/nise, which con­
tains a tutorial on the LTI Viewer as well as some examples. 
Example E. 2 solves Example 10.8 using the LTI Viewer. 

MATLAB 

Gui Tool 

http://www.wiley.com/college/nise
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Trylt 10.3 
Use MATLAB, the Control 
System Toolbox, and the fol­
lowing statements to find the 
gain and phase margins of 
G(s)H(s) = 100/[(s+2) 
(5+4)(^+6)] using the Nyquist 
diagram. 

G=zpk([ ],[ -2 , -4 , -6] ,100) 
nyquist(G) 

After the Nyquist diagram 
appears: 

1. Right-click in the graph 
area. 

2. Select Characteristics. 
3. Select All Stability 

Margins. 
4. Let the mouse rest on the 

margin points to read the 
gain and phase margins. 

Skill-Assessment Exercise 10.5 

PROBLEM: Find the gain margin and the 180° frequency for the 
problem in Skill-Assessment Exercise 10.4 if K = 100. 

ANSWERS: Gain margin = 13.62 dB; 180° frequency = 6.63 rad/s 
The complete solution is at www.wiley.com/college/nise. 

WileyPLUS 

dJSJ 
Control Solutions 

In this section, we defined gain margin and phase margin and calculated them 
via the Nyquist diagram. In the next section, we show how to use Bode diagrams to 
implement the stability calculations performed in Sections 10.5 and 10.6 using the 
Nyquist diagram. We will see that the Bode plots reduce the time and simplify the 
calculations required to obtain results. 

I 10.7 Stability, Gain Margin, and Phase Margin via 
Bode Plots 

In this section, we determine stability, gain and phase margins, and the range of gain 
required for stability. All of these topics were covered previously in this chapter, using 
Nyquist diagrams as the tool. Now we use Bode plots to determine these character­
istics. Bode plots are subsets of the complete Nyquist diagram but in another form. 
They are a viable alternative to Nyquist plots, since they are easily drawn without the 
aid of the computational devices or long calculations required for the Nyquist diagram 
and root locus. You should remember that all calculations applied to stability were 
derived from and based upon the Nyquist stability criterion. The Bode plots are an 
alternate way of visualizing and implementing the theoretical concepts. 

Determining Stability 
Let us look at an example and determine the stability of a system, implementing the 
Nyquist stability criterion using Bode plots. We will draw a Bode log-magnitude plot 
and then determine the value of gain that ensures that the magnitude is less than 
0 dB (unity gain) at that frequency where the phase is ±180°. 

http://www.wiley.com/college/nise
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Example 10.9 

Range of Gain for Stability via Bode Plots 

PROBLEM: Use Bode plots to determine the range of K within which the unity 
feedback system shown in Figure 10.10is stable. Let G(s) = K/[(s + 2){s + A)(s + 5)]. 

SOLUTION: Since this system has all of its open-loop poles in the left-half-plane, 
the open-loop system is stable. Hence, from the discussion of Section 10.5, the 
closed-loop system will be stable if the frequency response has a gain less than unity 
when the phase is 180°. 

Begin by sketching the Bode magnitude and phase diagrams shown in Figure 
10.36. In Section 10.2, we summed normalized plots of each factor of G(s) to create 
the Bode plot. We saw that at each break frequency, the slope of the resultant Bode 
plot changed by an amount equal to the new slope that was added. Table 10.6 
demonstrates this observation. In this example, we use this fact to draw the Bode 
plots faster by avoiding the sketching of the response of each term. 

The low-frequency gain of G(s)H(s) is found by setting 5 to zero. Thus, the 
Bode magnitude plot starts at AT/40. For convenience, let K = 40 so that the log-
magnitude plot starts at 0 dB. At each break frequency, 2,4, and 5, a 20 dB/decade 
increase in negative slope is drawn, yielding the log-magnitude plot shown in 
Figure 10.36. 

The phase diagram begins at 0° until a decade below the first break frequency 
of 2 rad/s. At 0.2 rad/s the curve decreases at a rate of — 457decade, decreasing an 
additional 45°/decade at each subsequent frequency (0.4 and 0.5 rad/s) a decade 
below each break. At a decade above each break frequency, the slopes are reduced 
by 45°/decade at each frequency. 
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FIGURE 10.36 Bode log-magnitude and phase diagrams for the system of Example 10.9 
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MATLAB 

The Nyquist criterion for this example tells us that we want zero encir­
clements of —1 for stability. Thus, we recognize that the Bode log-magnitude 
plot must be less than unity when the Bode phase plot is 180°. Accordingly, 
we see that at a frequency of 7 rad/s, when the phase plot is -180°, the 
magnitude plot is —20 dB. Therefore, an increase in gain of +20 dB is possible 
before the system becomes unstable. Since the gain plot was scaled for a gain of 
40, +20 dB (a gain of 10) represents the required increase in gain above 40. 
Hence, the gain for instability is 40 x 10 = 400. The final result is 0 < K < 400 
for stability. 

This result, obtained by approximating the frequency response by Bode 
asymptotes, can be compared to the result obtained from the actual frequency 
response, which yields a gain of 378 at a frequency of 6.16 rad/s. 

Students who are using MATLAB should now run chl 0p4 in Appendix B. 
You will learn how to use MATLAB to find the range of gain for 
stability via frequency response methods . This exercise solves 
Example 10. 9 using MATLAB. 

Evaluating Gain and Phase Margins 
Next we show how to evaluate the gain and phase margins by using Bode plots 
(Figure 10.37). The gain margin is found by using the phase plot to find the 
frequency, cocM, where the phase angle is 180°. At this frequency, we look at 
the magnitude plot to determine the gain margin, GM, which is the gain required 
to raise the magnitude curve to 0 dB. To illustrate, in the previous example with 
K = 40, the gain margin was found to be 20 dB. 

The phase margin is found by using the magnitude curve to find the frequency, 
Mow, where the gain is 0 dB. On the phase curve at that frequency, the phase margin, 
(f)M, is the difference between the phase value and 180°. 

urn) 

OdB 

180° 

Phase (degrees) 

- log a 

FIGURE 10.37 Gain and phase margins on the Bode diagrams 
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Example 10.10 

Gain and Phase Margins from Bode Plots 

PROBLEM: If K = 200 in the system of Example 10.9, find the gain margin and the 
phase margin. 

SOLUTION: The Bode plot in Figure 10.36 is scaled to a gain of 40. If K = 200 (five 
times as great), the magnitude plot would be 20 log 5 = 13.98 dB higher. 

To find the gain margin, look at the phase plot and find the frequency where the 
phase is 180°. At this frequency, determine from the magnitude plot how much the gain 
can be increased before reaching 0 dB. In Figure 10.36, the phase angle is 180° at 
approximately 7 rad/s. On the magnitude plot, the gain is -20 + 13.98 = -6.02 dB. 
Thus, the gain margin is 6.02 dB. 

To find the phase margin, we look on the magnitude plot for the frequency 
where the gain is 0 dB. At this frequency, we look on the phase plot to find the 
difference between the phase and 180°. This difference is the phase margin. Again, 
remembering that the magnitude plot of Figure 10.36 is 13.98 dB lower than the 
actual plot, the 0 dB crossing (-13.98 dB for the normalized plot shown in Fig­
ure 10.36) occurs at 5.5 rad/s. At this frequency the phase angle is —165°. Thus, the 
phase margin is -165° - (-180°) = 15°. 

MATLAB's LTI Viewer, with Bode plots selected, is another method 
that may be used to find gain margin, phase margin, zero dB 
frequency, and 180° frequency. You are encouraged to study 
AppendixEatwww.wiley.com/college/nise, which contains a tu­
torial on the LTI Viewer as well as some examples. Example E.3 
solves Example 10.10 using the LTI Viewer. 

Gui Tool 

•dUIB 

Skill-Assessment Exercise 10.6 

PROBLEM: For the system shown in Figure 10.10, where 

G(lS) = (5 + 5)(5 + 20)(5 + 50) 
do the following: 

a. Draw the Bode log-magnitude and phase plots. 
b. Find the range of K for stability from your Bode plots. 
c. Evaluate gain margin, phase margin, zero dB frequency, and 180° frequency 

from your Bode plots for K -10,000. 

ANSWERS: 

a. See the answer at www.wiley.com/college/nise. 
b. K< 96,270 
c. Gain margin=19.67 dB, phase margin=92.9°, zero dB frequency = 7.74 rad/s, 

and 180° frequency = 36.7 rad/s 

The complete solution is at www.wiley.com/college/nise. 

TVylt 10.4 
Use MATLAB, the Control 
System Toolbox, and the fol­
lowing statements to solve 
Skill-Assessment Exercise 
10.6(c) using Bode plots. 

G=zpk( [ ] , . . . 
[ - 5 , - 2 0 , - 5 0 ] , 10000) 

bode(G) 
g r i d on 

After the Bode plot appears: 

1. Right-click in the graph 
area. 

2. Select Characteristics. 
3. Select All Stability 

Margins. 
4. Let the mouse rest on the 

margin points to read the 
gain and phase margins. 

AppendixEatwww.wiley.com/college/nise
http://www.wiley.com/college/nise
http://www.wiley.com/college/nise
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I 
R(s) + , 

We have seen that the open-loop frequency response curves can be used not 
only to determine whether a system is stable but to calculate the range of loop gain 
that will ensure stability. We have also seen how to calculate the gain margin and the 
phase margin from the Bode diagrams. 

Is it then possible to parallel the root locus technique and analyze and design 
systems for transient response using frequency response methods? We will begin to 
explore the answer in the next section. 

10.8 Relation Between Closed-Loop Transient and 
Closed-Loop Frequency Responses 

Damping Ratio and Closed-Loop Frequency Response 
In this section, we will show that a relationship exists between a system's transient 
response and its closed-loop frequency response. In particular, consider the second-

order feedback control system of Figure 10.38, which we have been using 
c($^ since Chapter 4, where we derived relationships between the closed-loop 

transient response and the poles of the closed-loop transfer function, 
E(s) 

s(s + 2£(Dtt) 

FIGURE 10.38 Second-order closed-loop 
system 

R(s) 
= T(s) = cot 

s2 + 2£(ons + a% 
(10.49) 

We now derive relationships between the transient response of Eq. (10.49) and 
characteristics of its frequency response. We define these characteristics and relate 
them to damping ratio, natural frequency, settling time, peak time, and rise time. In 
Section 10.10, we will show how to use the frequency response of the open-loop 
transfer function 

G(s) = cot 
s(s + 2;con) 

(10.50) 

shown in Figure 10.38, to obtain the same transient response characteristics. 
Let us now find the frequency response of Eq. (10.49), define characteristics of 

this response, and relate these characteristics to the transient response. Substituting 
s=jco into Eq. (10.49), we evaluate the magnitude of the closed-loop frequency 
response as 

M = \T(ja>)\ = 
to: 

(aft-co2)2 +4$2co2co2 
(10.51) 

A representative sketch of the log plot of Eq. (10.51) is shown in Figure 10.39. 
We now show that a relationship exists between the peak value of the closed-

loop magnitude response and the damping ratio. Squaring Eq. (10.51), differentiat­
ing with respect to co2, and setting the derivative equal to zero yields the maximum 
value of M, Mp, where 

(10.52) 
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-20 
logfflp logOBW 

Log-frequency (rad/s) 

at a frequency, (op, of 

(On = = w n V / l - 2 C 2 (10.53) 

Since £ is related to percent overshoot, we can plot Mp vs. percent overshoot. The 
result is shown in Figure 10.40. 

Equation (10.52) shows that the maximum magnitude on the frequency 
response curve is directly related to the damping ratio and, hence, the percent 
overshoot. Also notice from Eq. (10.53) that the peak frequency, cop, is not the 
natural frequency. However, for low values of damping ratio, we can assume that the 
peak occurs at the natural frequency. Finally, notice that there will not be a peak at 
frequencies above zero if £ > 0.707. This limiting value of £ for peaking on the 
magnitude response curve should not be confused with overshoot on the step 
response, where there is overshoot for 0 < £ < 1. 

Response Speed and Closed-Loop Frequency Response 
Another relationship between the frequency response and time response is between 
the speed of the time response (as measured by settling time, peak time, and rise 
time) and the bandwidth of the closed-loop frequency response, which is defined 
here as the frequency, G>BW> at which the magnitude response curve is 3 dB down 
from its value at zero frequency (see Figure 10.39). 

30 40 50 
Percent overshoot 

70 

FIGURE 10.39 Representative 
log-magnitude plot of 
Eq. (10.51) 

FIGURE 10.40 Closed-loop 
frequency response peak vs. 
percent overshoot for a two-
pole system 
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The bandwidth of a two-pole system can be found by finding that frequency for 
which M = \j\fl (that is, - 3 dB) in Eq.(10.51). The derivation is left as an exercise 
for the student. The result is 

ft>BW ~-= w«y(i--2£2) + V4£4-4£2+2 (10.54) 

To relate &>Bw to settling time, we substitute con = 4/T5£ into Eq. (10.54) and obtain 

-4c2+2 (10.55) 

Similarly, since, con — 7t/{Tpyi — £2), 

^ = r vT?^ ( 1 " 2 f l + v ^ -4f2 + 2 (10.56) 

To relate the bandwidth to rise time, Tr, we use Figure 4.16, knowing the desired £ and Tr. 
For example, assume £ = 0.4 and Tr = 0.2 second. Using Figure 4.16, the ordinate 
Trco„ = 1.463, from which con = 1.463/0.2 = 7.315 rad/s. Using Eq. (10.54), wBw = 
10.05 rad/s. Normalized plots of Eqs. (10.55) and (10.56) and the relationship between 
bandwidth normalized by rise time and damping ratio are shown in Figure 10.41. 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Damping ratio 

(a) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Damping ratio 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Damping ratio 

(c) 
FIGURE 10.41 Normalized bandwidth vs. damping ratio for a. settling time; b. peak time; 
c. rise time 

file:///j/fl
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Skill-Assessment Exercise 10.7 

PROBLEM: Find the closed-loop bandwidth required for 20% overshoot and 
2-seconds settling time. 

ANSWER: wBw = 5.79rad/s 

The complete solution is at www.wiley.com/college/nise. 

In this section, we related the closed-loop transient response to the closed-loop 
frequency response via bandwidth. We continue by relating the closed-loop fre­
quency response to the open-loop frequency response and explaining the impetus. 

( 

10.9 Relation Between Closed- and 
Open-Loop Frequency Responses 

At this point, we do not have an easy way of finding the closed-loop frequency response 
from which we could determine Mp and thus the transient response.2 As we have seen, 
we are equipped to rapidly sketch the open-loop frequency response but not the closed-
loop frequency response. However, if the open-loop response is related to the closed-
loop response, we can combine the ease of sketching the open-loop response with the 
transient response information contained in the closed-loop response. 

Constant M Circles and Constant N Circles 
Consider a unity feedback system whose closed-loop transfer function is 

r«=r?§b (10-57) 
The frequency response of this closed-loop function is 

Since G(jco) is a complex number, let G(ja>) = P{co) +jQ(co) mEq. (10.58), which yields 

P(co)+jQ(co) 
iUC0) [(P(a>) + 1)+/G(a>)] [W^} 

Therefore, 

M' = yr\jco)\^r^ •• r ;;;; : uo.60) 

Eq. (10.60) can be put into the form 

[(P(co) + 1)2 + Q2(co)} 

M2 \2 „-, M2 

i +<22 = — p r (10-61) 
M2~lJ * (M2-l)2 K ' 

2 At the end of this subsection, we will see how to use MATLAB to obtain closed-loop frequency 
responses. 

http://www.wiley.com/college/nise
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M = 0.7 

*- Re 

-4 -3 -2 
FIGURE 10.42 Constant M circles 

which is the equation of a circle of radius M/(M2 - 1) centered at [—M2/(M2 - 1 ) , 0 ] . 
These circles, shown plotted in Figure 10.42 for various values of M, are called constant 
M circles and are the locus of the closed-loop magnitude frequency response for unity 
feedback systems. Thus, if the polar frequency response of an open-loop function, 
G(s), is plotted and superimposed on top of the constant M circles, the closed-loop 
magnitude frequency response is determined by each intersection of this polar plot 
with the constant M circles. 

Before demonstrating the use of the constant M circles with an example, let us 
go through a similar development for the closed-loop phase plot, the constant 
N circles. From Eq. (10.59), the phase angle, 0, of the closed-loop response is 

1 G H - 1 
t a n - x ~£-4 - tan ] P(co) 

Q(°>) 
P(co) + 1 

— tan - l Pico) P{a>) + 1 
(10.62) 

1 + QHf (2(0)) 
P(m) \P(o>) + 1 

after using tan (a - 0) = ( t a n a - tan £)/(1 -I- tan a tan )3). Dropping the func­
tional notation, 

tan 4> = N = Q 
pZ + P+Q7 

Equation (10.63) can be put into the form of a circle, 

+ Q-
1 \ 2 _N2 + 

2N/ AN2 

(10.63) 

(10.64) 
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Im 

G-plane 

585 

-3 

FIGURE 10.43 

-2 -1 
Constant N circles 

which is plotted in Figure 10.43 for various values of N. The circles of this plot are 
called constant N circles. Superimposing a unity feedback, open-loop frequency 
response over the constant N circles yields the closed-loop phase response of the 
system. Let us now look at an example of the use of the constant M and N circles. 

Example 10.11 

Closed-Loop Frequency Response from Open-Loop Frequency Response 

PROBLEM: Find the closed-loop frequency response of the unity feedback system 
shown in Figure 10.10, where G(s) = 50/[s(s+ 3)(s+ 6)], using the constant M 
circles, N circles, and the open-loop polar frequency response curve. 

SOLUTION: First evaluate the open-loop frequency function and make a polar 
frequency response plot superimposed over the constant M and N circles. The 
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-3 o)= 0.81 

- 4 - 3 - 2 - 1 0 1 2 

FIGURE 10.44 Nyquist diagram for Example 10.11 and constant M and N circles 

open-loop frequency function is 

G(jco) = 50 
-9a)2 + j{lSco - cov (10.65) 

from which the magnitude, \G(jco)\, and phase, ZG(jco), can be found and plotted. 
The polar plot of the open-loop frequency response (Nyquist diagram) is shown 
superimposed over the M and N circles in Figure 10.44. 

FIGURE 10.45 Closed-loop 
frequency response for 
Example 10.11 

(0=2.5 
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The closed-loop magnitude frequency response can now be obtained by 
finding the intersection of each point of the Nyquist plot with the M circles, while 
the closed-loop phase response can be obtained by finding the intersection of each 
point of the Nyquist plot with the N circles. The result is shown in Figure 10.45.3 

Students who are usingMATLAB should now run chl0p5 in Appendix B. 
You will learn how to use MATLAB to find the closed-loop frequency 
response. This exercise solves Example 10.11 using MATLAB. 

Nichols Charts 
A disadvantage of using the M and N circles is that changes of gain in the open-loop 
transfer function, G(s), cannot be handled easily. For example, in the Bode plot, a 
gain change is handled by moving the Bode magnitude curve up or down an amount 
equal to the gain change in dB. Since the M and N circles are not dB plots, changes in 
gain require each point of G(jco) to be multiplied in length by the increase or 
decrease in gain. 

Another presentation of the M and N circles, called a Nichols chart, displays 
the constant M circles in dB, so that changes in gain are as simple to handle as in the 
Bode plot. A Nichols chart is shown in Figure 10.46. The chart is a plot of open-loop 
magnitude in dB vs. open-loop phase angle in degrees. Every point on the M circles 
can be transferred to the Nichols chart. Each point on the constant M circles is 
represented by magnitude and angle (polar coordinates). Converting the magnitude 
to dB, we can transfer the point to the Nichols chart, using the polar coordinates with 
magnitude in dB plotted as the ordinate, and the phase angle plotted as the abscissa. 
Similarly, the TV circles also can be transferred to the Nichols chart. 

-280 -260 -240 -220 -200 -180 -160 -140 -120 -100 -80 
Phase (degrees) 

FIGURE 10.46 Nichols chart 

3 You are cautioned not to use the closed-loop polar plot for the Nyquist criterion. The closed-loop 
frequency response, however, can be used to determine the closed-loop transient response, as discussed in 
Section 10.8. 
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FIGURE 10.47 Nichols chart 
with frequency response for 
G{s) = K/[s(s + l){s + 2)} 
superimoposed. Values for 
K = 1 and K = 3.16 are shown 
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For example, assume the function 

G(s) = 
K 

s{s + l){s + 2) 
(10.66) 

Superimposing the frequency response of G(s) on the Nichols chart by plotting 
magnitude in dB vs. phase angle for a range of frequencies from 0.1 to 1 rad/s, we 
obtain the plot in Figure 10.47 for K = 1. If the gain is increased by 10 dB, simply 
raise the curve for K = 1 by 10 dB and obtain the curve for K = 3.16(10 dB). The 
intersection of the plots of G(jco) with the Nichols chart yields the frequency 
response of the closed-loop system. 

Students who are using MATLAB should now run chl0p6 in Appendix B. 
You will learn how to use MATLAB to make a Nichols plot. This exer­
cise makes a Nichols plot of G(s) = l/[s(s+ l)(s + 2)] using MATLAB. 

MATLAB's LTI Viewer is an alternative method of obtaining the Nichols 
chart. You are encouraged to study Appendix E at www.wiley.com/ 
college/nise, which contains a tutorial on the LTI Viewer as well 
as some examples. Example E. 4 shows how to obtain Figure 10.47 using 
the LTI Viewer. 

Trylt 10.5 

Use MATLAB, the Control 
System Toolbox, and the fol­
lowing statements to make a 
Nichols chart of the system 
given in Skill-Assessment 
Exercise 10.8 

G=zpk ( [ ] , . . . 
[ -5 , -20 , -501 ,8000) 

n ichols (G) 
g r i d on 

Skill-Assessment Exercise 10.8 

PROBLEM: Given the system shown in Figure 10.10, where 

8000 
G{s) = 

(5 + 5)(5 + 20)(5 + 50) 

WileyPLUS 

Control Solutions 

plot the closed-loop log-magnitude and phase frequency response plots using the 
following methods: 

a. M and TV circles 

b. Nichols chart 

ANSWER: The complete solution is at www.wiley.com/college/nise. 

http://www.wiley.com/
http://www.wiley.com/college/nise
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[10.10 Relation Between Closed-Loop 
Transient and Open-Loop 
Frequency Responses 

Damping Ratio From M Circles 
We can use the results of Example 10.11 to estimate the transient response 
characteristics of the system. We can find the peak of the closed-loop frequency 
response by finding the maximum M curve tangent to the open-loop frequency 
response. Then we can find the damping ratio, f, and subsequently the percent 
overshoot, via Eq. (10.52). The following example demonstrates the use of the 
open-loop frequency response and the M circles to find the damping ratio or, 
equivalently, the percent overshoot. 

Percent Overshoot from Open-Loop Frequency Response 

PROBLEM: Find the damping ratio and the percent overshoot expected from the 
system of Example 10.11, using the open-loop frequency response and the M circles. 

SOLUTION: Equation (10.52) shows that there is a unique relationship between the 
closed-loop system's damping ratio and the peak value, MP, of the closed-loop 
system's magnitude frequency plot. From Figure 10.44, we see that the Nyquist 
diagram is tangent to the 1.8 M circle. We see that this is the maximum value for the 
closed-loop frequency response. Thus, Mp = 1.8. 

We can solve for f by rearranging Eq. (10.52) into the following form: 

C 4 -C 2 + (1/4M^) = 0 (10.67) 

Since Mp = 1.8, then £ = 0.29 and 0.96. From Eq. (10.53), a damping ratio larger 
than 0.707 yields no peak above zero frequency. Thus, we select f = 0.29, which is 
equivalent to 38.6% overshoot. Care must be taken, however, to be sure we can 
make a second-order approximation when associating the value of percent over­
shoot to the value of £. A computer simulation of the step response shows 36% 
overshoot. 

So far in this section, we have tied together the system's transient response 
and the peak value of the closed-loop frequency response as obtained from the 
open-loop frequency response. We used the Nyquist plots and the M and N circles to 
obtain the closed-loop transient response. Another association exists between the 
open-loop frequency response and the closed-loop transient response that is easily 
implemented with the Bode plots, which are easier to draw than the Nyquist plots. 

Damping Ratio from Phase Margin 
Let us now derive the relationship between the phase margin and the damping ratio. 
This relationship will enable us to evaluate the percent overshoot from the phase 
margin found from the open-loop frequency response. 
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Consider a unity feedback system whose open-loop function 

G(s) = at 
s(s + 2¾¾¾) 

yields the typical second-order, closed-loop transfer function 

T(s) = 
0),, 

s2 + 2^cons + co2 

(10.68) 

(10.69) 

In order to evaluate the phase margin, we first find the frequency for which 
\G(ja>)\ = 1. Hence, 

,.,2 

\G(jco)\ = 
— co2 + j2£io„co\ 

The frequency, co\, that satisfies Eq. (10.70) is 

1 

0)1 = (On y -2£2 + v / l + 4 £ 4 ' 

The phase angle of G(jco) at this frequency is 

ZG(jco) = - 9 0 - t a n - 1 - ^ -

(10.70) 

(10.71) 

= -90 - tan - l -2c2 + v^p+T 
~2£ 

(10.72) 

The difference between the angle of Eq. (10.72) and -180° is the phase margin, <f>M. Thus, 

<E>M = 90 - tan - l 
-2c2 + x/TTip 

2C 

= tan - 1 n 
J-2? + VlV^ 

(10.73) 

Equation (10.73), plotted in Figure 10.48, shows the relationship between phase 
margin and damping ratio. 

FIGURE 10.48 Phase margin 
vs. damping ratio 
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FIGURE 10.49 Open-loop 
gain vs. open-loop phase angle 
for —3 dB closed-loop gain 

As an example, Eq. (10.53) tells us that there is no peak frequency if £ = 0.707. 
Hence, there is no peak to the closed-loop magnitude frequency response curve for 
this value of damping ratio and larger. Thus, from Figure 10.48, a phase margin of 
65.52°(£ = 0.707) or larger is required from the open-loop frequency response to 
ensure there is no peaking in the closed-loop frequency response. 

Response Speed from Open-Loop Frequency Response 
Equations (10.55) and (10.56) relate the closed-loop bandwidth to the desired 
settling or peak time and the damping ratio. We now show that the closed-loop 
bandwidth can be estimated from the open-loop frequency response. From the 
Nichols chart in Figure 10.46, we see the relationship between the open-loop gain 
and the closed-loop gain. The M = 0.707(-3 dB) curve, replotted in Figure 10.49 for 
clarity, shows the open-loop gain when the closed-loop gain is —3 dB, which typically 
occurs at &>BW if the low-frequency closed-loop gain is 0 dB. We can approximate 
Figure 10.49 by saying that the closed-loop bandwidth, O>BW (the frequency at which 
the closed-loop magnitude response is -3dB), equals the frequency at which the 
open-loop magnitude response is between —6 and —7.5 dB if the open-loop phase 
response is between —135° and —225°. Then, using a second-order system approxi­
mation, Eqs. (10.55) and (10.56) can be used, along with the desired damping ratio, £, 
to find settling time and peak time, respectively. Let us look at an example. 

Example 10.13 

Settling and Peak Times from Open-Loop Frequency Response 

PROBLEM: Given the system of Figure 10.50(a) and the Bode diagrams of Figure 
10.50(6), estimate the settling time and peak time. 

SOLUTION: Using Figure 10.50(6), we estimate the closed-loop bandwidth by 
finding the frequency where the open-loop magnitude response is in the range of 
- 6 to —7.5 dB if the phase response is in the range of —135° to —225°. Since Figure 
10.50(6) shows - 6 to —7.5 dB at approximately 3.7 rad/s with a phase response in 
the stated region, O>BW — 3.7 rad/s. 

Next find f via the phase margin. From Figure 10.50(6), the phase margin is 
found by first finding the frequency at which the magnitude plot is 0 dB. At this 
frequency, 2.2 rad/s, the phase is about -145°. Hence, the phase margin is 
approximately (-145° - (-180°)) = 35°. Using Figure 10.48, £ = 0.32. Finally, 
using Eqs. (10.55) and (10.56), with the values of WBW and £ just found, Ts = 4.86 
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seconds and Tp = 129 seconds. Checking the analysis with a computer simulation 
shows Ts = 5.5 seconds, and Tp = 1.43 seconds. 
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FIGURE 10.50 a. Block diagram; b. Bode diagrams for system of Example 10.13 
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Skill-Assessment Exercise 10.9 

PROBLEM: Using the open-loop frequency response for the system in Fig­
ure 10.10, where 

G(s) = 
100 

s(s + 5) 

estimate the percent overshoot, settling time, and peak time for the closed-loop 
step response. 

ANSWER: %OS = 44%, T, = 1.64s, and 7> = 0.33 s 

The complete solution is at www.wiley.com/college/nise. 

http://www.wiley.com/college/nise
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10.11 Steady-State Error Characteristics 
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In this section, we show how to use Bode diagrams to find the values of the static 
error constants for equivalent unity feedback systems: Kp for a Type 0 system, Kv for 
a Type 1 system, and Ka for a Type 2 system. The results will be obtained from 
urmormalized and unsealed Bode log-magnitude plots. 

Position Constant 
To find Kp, consider the following Type 0 system: 

G(s) = K /=i 
m 

n (*+/>/) 
/=i 

(10.74) 

A typical unnormalized and unsealed Bode log-magnitude plot is shown in 
Figure 10.51(a). The initial value is 

20 log M = 20 log K i=l 
m 

i=\ 

(10.75) 

20 log M 

20 log K 

± +- (0 

20 logm 

20 log K 

n 

<°on/>, 
1=1 

-40 dB/dec 

COQ 

(c) 

FIGURE 10.51 Typical unnormalized and unsealed Bode log-magnitude plots showing the 
value of static error constants: a. Type 0; b. Type 1; c. Type 2 
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But for this system 

Kp = K'il- (10.76) 
UPi 

which is the same as the value of the low-frequency axis. Thus, for an unnormalized 
and unsealed Bode log-magnitude plot, the low-frequency magnitude is 20 log Kp for 
a Type 0 system. 

Velocity Constant 
To find Kv for a Type 1 system, consider the following open-loop transfer function of 
a Type 1 system: 

G(s) = K-^ (10.77) 
sY[(s+Pi) 

/= i 

A typical unnormalized and unsealed Bode log-magnitude diagram is shown in 
Figure 10.51(6) for this Type 1 system. The Bode plot starts at 

n 

UZi 
20 log M = 20 log K - ¾ — (10.78) 

o)0 fl Pi 
/ = i 

The initial -20 dB/decade slope can be thought of as originating from a function, 

n 

IPs 
G'(s)=K^— (10.79) 

sfiPi 
/= i 

G'(s) intersects the frequency axis when 

n 

UZi 
OJ = K ' ^ — (10.80) 

tlto 
/=i 

But for the original system (Eq. (10.77)), 

n 

UZi 
KV = K^- (10.81) 

ITA-
/=I 

which is the same as the frequency-axis intercept, Eq. (10.80). Thus, we can find Kv 

by extending the initial -20 dB/decade slope to the frequency axis on an unnor­
malized and unsealed Bode diagram. The intersection with the frequency axis is K+ 
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Acceleration Constant 
To find Ka for a Type 2 system, consider the following: 

n (s+zd 
G(s) = K / = l 

s2U(s+Pi] 
/=1 

(10.82) 

A typical unnormalized and unsealed Bode plot for a Type 2 system is shown in 
Figure 10.51(c). The Bode plot starts at 

20 log M = 20 logiC 
11¾ 
/=i 

in 

<4tlPi 
/=I 

(10.83) 

The initial -40 dB/decade slope can be thought of as coming from a function, 

Uzi 
G'(s)=K /= i 

s2YlPi 
/=i 

(10.84) 

G'{s) intersects the frequency axis when 

K 
11¾ 
/=i 

\ a UPi 
(10.85) 

But for the original system (Eq. (10.82)), 

Ka=K 
IlZi 
/ = 1 
m 

/ = 1 

(10.86) 

Thus, the initial -40 dB/decade slope intersects the frequency axis at \fKa. 

Example 10.14 

Static Error Constants from Bode Plots 

PROBLEM: For each unnormalized and unsealed Bode log-magnitude plot shown 
in Figure 10.52, 

a. Find the system type. 
b. Find the value of the appropriate static error constant. 
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FIGURE 10.52 Bode log-magnitude plots for Example 10.14 
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SOLUTION: Figure 10.52(A) is a Type 0 system since the initial slope is zero. The 
value of Kp is given by the low-frequency asymptote value. Thus, 20 log Kp = 25, or 
Kp = 17.78. 

Figure 10.52(b) is a Type 1 system since the initial slope is -20 dB/decade. The 
value of Kv is the value of the frequency that the initial slope intersects at the zero 
dB crossing of the frequency axis. Hence, Kv = 0.55. 

Figure 10.52(c) is a Type 2 system since the initial slope is -40 dB/decade. The 
value of \/K^ is the value of the frequency that the initial slope intersects at the zero 
dB crossing of the frequency axis. Hence, Ka = 32 = 9. 
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( ( [ Skill-Assessment Exercise 10.10 J ) 
PROBLEM: Find the static error constants for a stable unity feedback system whose 
open-loop transfer function has the Bode magnitude plot shown in Figure 10.53. 
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10.53 Bode log-magnitude plot for Skill-Assessment Exercise 10.10 

S: Kp = oo, Kv = co, Ka = 90.25 

aplete solution is www.wiley.com/college/nise. 

^ 10.12 Systems with Time Delay 
Time delay occurs in control systems when there is a delay between the com­
manded response and the start of the output response. For example, consider a 
heating system that operates by heating water for pipeline distribution to radiators 
at distant locations. Since the hot water must flow through the line, the radiators 
will not begin to get hot until after a specified time delay. In other words, the time 
between the command for more heat and the commencement of the rise in 
temperature at a distant location along the pipeline is the time delay. Notice 
that this is not the same as the transient response or the time it takes the 
temperature to rise to the desired level. During the time delay, nothing is occurring 
at the output. 

Modeling Time Delay 
Assume that an input, R(s), to a system, G(s), yields an output, C(s). If another 
system, G'(s), delays the output by T seconds, the output response is c(t - T). From 
Table 2.2, Item 5, the Laplace transform of c(t - T) is e~sTC(s). Thus, for the system 
without delay, C(s) = R{s)G{s), and for the system with delay, e~sTC(s) = R(s)G'(s). 
Dividing these two equations, G'(s)/G(s) — e~sT. Thus, a system with time delay T 
can be represented in terms of an equivalent system without time delay as follows: 

G'{s) = e-sTG{s) (10.87) 

http://www.wiley.com/college/nise
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FIGURE 10.54 Effect of delay upon frequency response 

The effect of introducing time delay into a system can also be seen from the 
perspective of the frequency response by substituting 51 = jco in Eq. (10.87). Hence, 

G'{jco) = e-i<°TG{jto) = \G(jco)\Z{-coT+ ZG(jco)} (10.88) 

In other words, the time delay does not affect the magnitude frequency response 
curve of G(jco), but it does subtract a linearly increasing phase shift, coT, from the 
phase frequency response plot of Gijco). 

The typical effect of adding time delay can be seen in Figure 10.54. Assume that 
the gain and phase margins as well as the gain- and phase-margin frequencies shown 
in the figure apply to the system without delay. From the figure, we see that the 
reduction in phase shift caused by the delay reduces the phase margin. Using a 
second-order approximation, this reduction in phase margin yields a reduced 
damping ratio for the closed-loop system and a more oscillatory response. The 
reduction of phase also leads to a reduced gain-margin frequency. From the 
magnitude curve, we can see that a reduced gain-margin frequency leads to reduced 
gain margin, thus moving the system closer to instability. 

An example of plotting frequency response curves for systems with delay follows. 

Example 10.15 

Frequency Response Plots of a System with Time Delay 

PROBLEM: Plot the frequency response for the system G{s) = K/[s(s + l)(s + 10)] 
if there is a time delay of 1 second through the system. Use the Bode plots. 

SOLUTION: Since the magnitude curve is not affected by the delay, it can be plotted 
by the methods previously covered in the chapter and is shown in Figure 10.55(a) 
for # = 1. 

The phase plot, however, is affected by the delay. Figure 10.55(6) shows the 
result. First draw the phase plot for the delay, e~,u>T = 1 Z - coT = 1 Z - co, since 
T — 1 from the problem statement. Next draw the phase plot of the system, G(jco), 
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FIGURE 10.55 Frequency 
response plots for G(s) = 
K/[s(s + l)(s + 10)] with a 
delay of 1 second and K — 1: 
a. magnitude plot; b. phase plot 

using the methods previously covered. Finally, add the two phase curves together 
to obtain the total phase response for e~i0>1G(jco). Be sure to use consistent units 
for the phase angles of G(Ja>) and the delay; either degrees or radians. 

Notice that the delay yields a decreased phase margin, since at any frequency 
the phase angle is more negative. Using a second-order approximation, this 
decrease in phase margin implies a lower damping ratio and a more oscillatory 
response for the closed-loop system. 

Further, there is a decrease in the gain-margin frequency. On the magnitude 
curve, note that a reduction in the gain-margin frequency shows up as reduced gain 
margin, thus moving the system closer to instability. 

Students who are using MATLAB should now run chl0p7 in Appendix B. 
You will learn how to use MATLAB to include time delay on Bode plots . 
You will also use MATLAB to make multiple plots on one graph and label 
the plots . This exercise solves Example 10.15 using MATLAB. 

MATLAB 

Let us now use the results of Example 10.15 to design stability and analyze transient 
response and compare the results to the system without time delay. 

Example 10.16 

Range of Gain for Stability for System with Time Delay 

PROBLEM: The open-loop system with time delay in Example 10.15 is used in a 
unity feedback configuration. Do the following: 

a. Find the range of gain, K, to yield stability. Use Bode plots and frequency 
response techniques. 

b. Repeat Part a for the system without time delay. 
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SOLUTION: 

a. From Figure 10.55, the phase angle is -180° at a frequency of 0.81 rad/s for 
the system with time delay, marked "Total" on the phase plot. At this 
frequency, the magnitude curve is at -20.39 dB. Thus, K can be raised 
from its current value of unity to I02a39/20 = 10.46. Hence, the system is 
stable for 0 < K < 10.46. 

b. If we use the phase curve without delay, marked "System," —180° occurs at a 
frequency of 3.16 rad/s, and K can be raised 40.84 dB or 110.2. Thus, without 
delay the system is stable for 0 < K < 110.2, an order of magnitude larger. 

Percent Overshoot for System with Time Delay 

PROBLEM: The open-loop system with time delay in Example 10.15 is used in a 
unity feedback configuration. Do the following: 

a. Estimate the percent overshoot if K = 5. Use Bode plots and frequency 
response techniques. 

b. Repeat Part a for the system without time delay. 

SOLUTION: 
a. Since K = 5, the magnitude curve of Figure 10.55 is raised by 13.98 dB. The 

zero dB crossing then occurs at a frequency of 0.47 rad/s with a phase angle of 
—145°, as seen from the phase plot marked "Total." Therefore, the phase 
margin is (-145° — (—180°)) = 35°. Assuming a second-order approximation 
and using Eq. (10.73) or Figure 10.48, we find £ = 0.33. From Eq. (4.38), 
%OS = 33%. The time response, Figure 10.56(a), shows a 38% overshoot 
instead of the predicted 33%. Notice the time delay at the start of the curve. 

b. The zero dB crossing occurs at a frequency of 0.47 rad/s with a phase angle of 
-118°, as seen from the phase plot marked "System." Therefore, the phase 
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margin is (-118° - (-180°)) = 62°. Assuming a second-order approxima­
tion and using Eq. (10.73) or Figure 10.48, we find f = 0.64. From Eq. (4.38), 
%OS = 7.3%. The time response is shown in Figure 10.56(6). Notice that 
the system without delay has less overshoot and a smaller settling time. 

FIGURE 10.56 (Continued) 
b. without delay 

M [ Skill-Assessment Exercise 10.11 J 
PROBLEM: For the system shown in Figure 10.10, where 

G(s)~ 1 0 
G{S} s(s + l) 

find the phase margin if there is a delay in the forward path of 

a. 0 s 

b. 0.1 s 

c. 3 s 

ANSWERS: 

a. 18.0° 

b. 0.35° 
c. -151.41° 

The complete solution is at www.wiley.com/college/nise. 

WileyPLUS 

Control Solutions 

Trylt 10.6 

Use MATLAB, the Control 

System Toolbox, and the fol­
lowing statements to solve Skill-
Assessment Exercise 10.11. For 
each part of the problem let d = 
the specified delay. 

G=zpk([] , [ 0 , - 1 ] ,10) 
d=0 
[numGd,denGd]=pade. . . 

(d,12) 
Gd=tf(numGd,denGd) 
Ge=G*Gd 
bode(Ge) 
g r i d on 

After the Bode diagrams 
appear: 

1. Right-click in the graph 
area. 

2. Select Characteristics. 
3. Select AH Stability 

Margins. 
4. Let the mouse rest on the 

margin point on the phase 
plot to read the phase 
margin. 

http://www.wiley.com/college/nise
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In summary, then, systems with time delay can be handled using previously 
described frequency response techniques if the phase response is adjusted to reflect 
the time delay. Typically, time delay reduces gain and phase margins, resulting in 
increased percent overshoot or instability in the closed-loop response. 

^ 10.13 Obtaining Transfer Functions Experimentally 
In Chapter 4, we discussed how to obtain the transfer function of a system through 
step-response testing. In this section, we show how to obtain the transfer function 
using sinusoidal frequency response data. 

The analytical determination of a system's transfer function can be difficult. 
Individual component values may not be known, or the internal configuration of the 
system may not be accessible. In such cases, the frequency response of the system, from 
input to output, can be obtained experimentally and used to determine the transfer 
function. To obtain a frequency response plot experimentally, we use a sinusoidal force 
or signal generator at the input to the system and measure the output steady-state 
sinusoid amplitude and phase angle (see Figure 10.2). Repeating this process at a 
number of frequencies yields data for a frequency response plot. Referring to 
Figure 10.2(6), the amplitude response is M(co) = M0(a>)/Mj(<o), and the phase 
response is ¢(0)) = 4>0(co) — ¢1((0). Once the frequency response is obtained, the 
transfer function of the system can be estimated from the break frequencies and 
slopes. Frequency response methods can yield a more refined estimate of the transfer 
function than the transient response techniques covered in Chapter 4. 

Bode plots are a convenient presentation of the frequency response data for 
the purpose of estimating the transfer function. These plots allow parts of the 
transfer function to be determined and extracted, leading the way to further 
refinements to find the remaining parts of the transfer function. 

Although experience and intuition are invaluable in the process, the following 
steps are still offered as a guideline: 

1. Look at the Bode magnitude and phase plots and estimate the pole-zero 
configuration of the system. Look at the initial slope on the magnitude plot to 
determine system type. Look at phase excursions to get an idea of the difference 
between the number of poles and the number of zeros. 

2. See if portions of the magnitude and phase curves represent obvious first- or 
second-order pole or zero frequency response plots. 

3. See if there is any telltale peaking or depressions in the magnitude response plot 
that indicate an underdamped second-order pole or zero, respectively. 

4. If any pole or zero responses can be identified, overlay appropriate ±20 or 
±40 dB/decade lines on the magnitude curve or ±45°/decade lines on the phase 
curve and estimate the break frequencies. For second-order poles or zeros, estimate the 
damping ratio and natural frequency from the standard curves given in Section 10.2. 

5. Form a transfer function of unity gain using the poles and zeros found. Obtain the 
frequency response of this transfer function and subtract this response from the 
previous frequency response (Franklin, 1991). You now have a frequency re­
sponse of reduced complexity from which to begin the process again to extract 
more of the system's poles and zeros. A computer program such as MATLAB is of 
invaluable help for this step. 

Let us demonstrate. 
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Example 10.18 

Transfer Function from Bode Plots 

PROBLEM: Find the transfer function of the subsystem whose Bode plots are 
shown in Figure 10.57. 
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FIGURE 10.57 Bode plots for subsystem with undetermined transfer function 

1000 

SOLUTION: Let us first extract the underdamped poles that we suspect, based on the 
peaking in the magnitude curve. We estimate the natural frequency to be near the peak 
frequency, or approximately 5 rad/s. From Figure 10.57, we see a peak of about 6.5 dB, 
which translates into a damping ratio of about £ = 0.24 using Eq. (10.52). The unity gain 
second-order function is thus Gi(s) = a%/(s2 + 2t;cons + afy = 25/(52 + 2.4s + 25). 
The frequency response plot of this function is made and subtracted from the previous 
Bode plots to yield the response in Figure 10.58. 

Overlaying a -20dB/decade line on the magnitude response and a 
—45°/decade line on the phase response, we detect a final pole. From the 
phase response, we estimate the break frequency at 90 rad/s. Subtracting 
the response of G2(s) = 90/(5 + 90) from the previous response yields the 
response in Figure 10.59. 

Figure 10.59 has a magnitude and phase curve similar to that generated by a 
lag function. We draw a -20 dB/decade line and fit it to the curves. The break 
frequencies are read from the figure as 9 and 30 rad/s. A unity gain transfer function 
containing a pole at - 9 and a zero at -30 is G%(s) = 0.3(5 + 30)/(5 + 9). Upon 
subtraction of G\(s)Gi(s)G3(s), we find the magnitude frequency response flat ±1 
dB and the phase response flat at —3° ± 5°. We thus conclude that we are finished 
extracting dynamic transfer functions. The low-frequency, or dc, value of the 
original curve is -19 dB, or 0.11. Our estimate of the subsystem's transfer function 
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It is interesting to note that the original curve was obtained from the function 

5 + 20 
G{s) = 70 

(5 + 7)(5 + 70)(52 + 2s + 25) 
(10.90) 

Students who are usingMATLAB should now run chl0p8 in Appendix B. You 
will learn how to use MATLAB to subtract Bode plots for the purpose 
of estimating transfer functions through sinusoidal testing. 
This exercise solves a portion of Example 10.18 usingMATLAB. 

MATLAB 

Skill-Assessment Exercise 10.12 

PROBLEM: Estimate G(s), whose Bode log-magnitude and phase plots are shown 
in Figure 10.60. 

ANSWER: G(s) = 
30(5 + 5) 

s(s + 20) 

The complete solution is at www.wiley.com/college/nise. 
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In this chapter, we derived the relationships between time response perform­
ance and the frequency responses of the open- and closed-loop systems. The 
methods derived, although yielding a different perspective, are simply alternatives 
to the root locus and steady-state error analyses previously covered. 

http://www.wiley.com/college/nise
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Design 

Case Study 

Antenna Control: Stability Design and Transient Performance 
Our ongoing antenna position control system serves now as an example that summarizes 
the major objectives of the chapter. The case study demonstrates the use of frequency 
response methods to find the range of gain for stability and to design a value of gain to 
meet a percent overshoot requirement for the closed-loop step response. 

PROBLEM: Given the antenna azimuth position control system shown on the front 
endpapers, Configuration 1, use frequency response techniques to find the following: 

a. The range of preamplifier gain, K, required for stability 
b. Percent overshoot if the preamplifier gain is set to 30 
e. The estimated settling time 
d. The estimated peak time 
e. The estimated rise time 

SOLUTION: Using the block diagram (Configuration 1) shown on the front end­
papers and performing block diagram reduction yields the loop gain, G(s)H(s), as 

G(s)H(s) = 
6.63K 0.0388tf 

^ + 1.71)(5 + 100) §(*+A(*Z+i) 
1.71 AlOO ) 

(10.91) 

Letting K — 1, we have the magnitude and phase frequency response plots shown 
in Figure 10.61. 
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a. In order to find the range of K for stability, we notice from Figure 10.61 that the 
phase response is -180° at co = 13.1 rad/s. At this frequency, the magnitude plot 
is -68.41 dB. The gain, K, can be raised by 68.41 dB. Thus, K = 2633 will cause 
the system to be marginally stable. Hence, the system is stable if 0 < K < 2633. 

b. To find the percent overshoot if K = 30, we first make a second-order approxi­
mation and assume that the second-order transient response equations relating 
percent overshoot, damping ratio, and phase margin are true for this system. In 
other words, we assume that Eq. (10.73), which relates damping ratio to phase 
margin, is valid. If K — 30, the magnitude curve of Figure 10.61 is moved up by 
20 log 30 = 29.54 dB. Therefore, the adjusted magnitude curve goes through 
zero dB at co = 1. At this frequency, the phase angle is -120.9°, yielding a phase 
margin of 59.1°. Using Eq. (10.73) or Figure 10.48, f = 0.6, or 9.48% overshoot. 
A computer simulation shows 10%. 

c. To estimate the settling time, we make a second-order approximation and use 
Eq. (10.55). Since K = 30 (29.54 dB), the open-loop magnitude response is 
—7 dB when the normalized magnitude response of Figure 10.61 is -36.54 dB. 
Thus, the estimated bandwidth is 1.8 rad/s. Using Eq. (10.55), Ts = 4.25 seconds. 
A computer simulation shows a settling time of about 4.4 seconds. 

d. Using the estimated bandwidth found in c. along with Eq. (10.56), and the 
damping ratio found in a. we estimate the peak time to be 2.5 seconds. A 
computer simulation shows a peak time of 2.8 seconds. 

e. To estimate the rise time, we use Figure 4.16 and find that the normalized rise 
time for a damping ratio of 0.6 is 1.854. Using Eq. (10.54), the estimated 
bandwidth found in c, and £ = 0.6, we find con = 1.57. Using the normalized rise 
time and con, we find TT — 1.854/1.57 = 1.18 seconds. A simulation shows a rise 
time of 1.2 seconds. 

CHALLENGE: You are now given a problem to test your knowledge of this chapter's 
objectives. You are given the antenna azimuth position control system shown on 
the front endpapers, Configuration 3. Record the block diagram parameters in the 
table shown on the front endpapers for Configuration 3 for use in subsequent case 
study challenge problems. Using frequency response methods, do the following: 

a. Find the range of gain for stability. 
b. Find the percent overshoot for a step input if the gain, K, equals 3. 

MATLAB 
C Repea t P a r t s a . a n d b . u s i n g MATLAB. flTTB 

£ Summary^ 
Frequency response methods are an alternative to the root locus for analyzing and 
designing feedback control systems. Frequency response techniques can be used 
more effectively than transient response to model physical systems in the laboratory. 
On the other hand, the root locus is more directly related to the time response. 

The input to a physical system can be sinusoidally varying with known 
frequency, amplitude, and phase angle. The system's output, which is also sinusoidal 
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in the steady state, can then be measured for amplitude and phase angle at different 
frequencies. From this data the magnitude frequency response of the system, which 
is the ratio of the output amplitude to the input amplitude, can be plotted and used in 
place of an analytically obtained magnitude frequency response. Similarly, we can 
obtain the phase response by finding the difference between the output phase angle 
and the input phase angle at different frequencies. 

The frequency response of a system can be represented either as a polar plot or 
as separate magnitude and phase diagrams. As a polar plot, the magnitude response 
is the length of a vector drawn from the origin to a point on the curve, whereas the 
phase response is the angle of that vector. In the polar plot, frequency is implicit and 
is represented by each point on the polar curve. The polar plot of G(s)H(s) is known 
as a Nyquist diagram. 

Separate magnitude and phase diagrams, sometimes referred to as Bode plots, 
present the data with frequency explicitly enumerated along the abscissa. The 
magnitude curve can be a plot of log-magnitude versus log-frequency. The other 
graph is a plot of phase angle versus log-frequency. An advantage of Bode plots over 
the Nyquist diagram is that they can easily be drawn using asymptotic approxima­
tions to the actual curve. 

The Nyquist criterion sets forth the theoretical foundation from which the 
frequency response can be used to determine a system's stability. Using the Nyquist 
criterion and Nyquist diagram, or the Nyquist criterion and Bode plots, we can 
determine a system's stability. 

Frequency response methods give us not only stability information but also 
transient response information. By defining such frequency response quantities as 
gain margin and phase margin, the transient response can be analyzed or designed. 
Gain margin is the amount that the gain of a system can be increased before 
instability occurs if the phase angle is constant at 180°. Phase margin is the amount 
that the phase angle can be changed before instability occurs if the gain is held at 
unity. 

While the open-loop frequency response leads to the results for stability and 
transient response just described, other design tools relate the closed-loop frequency 
response peak and bandwidth to the transient response. Since the closed-loop 
response is not as easy to obtain as the open-loop response because of the 
unavailability of the closed-loop poles, we use graphical aids in order to obtain 
the closed-loop frequency response from the open-loop frequency response. These 
graphical aids are the M and N circles and the Nichols chart. By superimposing the 
open-loop frequency response over the M and N circles or the Nichols chart, we are 
able to obtain the closed-loop frequency response and then analyze and design for 
transient response. 

Today, with the availability of computers and appropriate software, frequency 
response plots can be obtained without relying on the graphical techniques described 
in this chapter. The program used for the root locus calculations and described in 
Appendix H.2 is one such program. MATLAB is another. 

We concluded the chapter discussion by showing how to obtain a reasonable 
estimate of a transfer function using its frequency response, which can be obtained 
experimentally. Obtaining transfer functions this way yields more accuracy than 
transient response testing. 

This chapter primarily has examined analysis of feedback control systems via 
frequency response techniques. We developed the relationships between frequency 
response and both stability and transient response. In the next chapter, we apply the 
concepts to the design of feedback control systems, using the Bode plots. 
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£ Review Questions J | 
1. Name four advantages of frequency response techniques over the root locus. 

2. Define frequency response as applied to a physical system. 

3. Name two ways to plot the frequency response. 

4. Briefly describe how to obtain the frequency response analytically. 

5. Define Bode plots. 

6. Each pole of a system contributes how much of a slope to the Bode magnitude 
plot? 

7. A system with only four poles and no zeros would exhibit what value of slope at 
high frequencies in a Bode magnitude plot? 

8. A system with four poles and two zeros would exhibit what value of slope at high 
frequencies in a Bode magnitude plot? 

9. Describe the asymptotic phase response of a system with a single pole at - 2 . 

10. What is the major difference between Bode magnitude plots for first-order 
systems and for second-order systems? 

11. For a system with three poles at - 4 , what is the maximum difference between the 
asymptotic approximation and the actual magnitude response? 

12. Briefly state the Nyquist criterion. 

13. What does the Nyquist criterion tell us? 

14. What is a Nyquist diagram? 

15. Why is the Nyquist criterion called a frequency response method? 

16. When sketching a Nyquist diagram, what must be done with open-loop poles on 
the imaginary axis? 

17. What simplification to the Nyquist criterion can we usually make for systems 
that are open-loop stable? 

18. What simplification to the Nyquist criterion can we usually make for systems 
that are open-loop unstable? 

19. Define gain margin. 

20. Define phase margin. 

21. Name two different frequency response characteristics that can be used to 
determine a system's transient response. 

22. Name three different methods of finding the closed-loop frequency response 
from the open-loop transfer function. 

23. Briefly explain how to find the static error constant from the Bode magnitude 
plot. 

24. Describe the change in the open-loop frequency response magnitude plot if time 
delay is added to the plant. 

25. If the phase response of a pure time delay were plotted on a linear phase versus 
linear frequency plot, what would be the shape of the curve? 

26. When successively extracting component transfer functions from experimental 
frequency response data, how do you know when you are finished? 
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Problems 
1. Find analytical expressions for the 

magnitude and phase response for 
each G(s) below. [Section: 10.1] 

a. G(s) = l 

WileyPLUS 

Control Solutions 

b. G(s) = 

c. G(s) = 

s(s + 2){s + 4) 

(s + 2){s + 4) 
(5 + 3)(5 + 5) 
s(s + 2){s + 4) 

2. For each function in Problem 1, make a plot of the 
log-magnitude and the phase, using log-frequency in 
rad/s as the ordinate. Do not use asymptotic ap­
proximations. [Section: 10.1] 

3. For each function in Problem 1, make a polar plot of 
the frequency response. [Section: 10.1] 

4. For each function in Problem 1, sketch the Bode 
asymptotic magnitude and asymptotic phase plots. 
Compare your results with your answers to Problem 1. 
[Section: 10.2] 

5. Sketch the Nyquist diagram for each of the systems 
in Figure P10.1. [Section: 10.4] 

6. Draw the polar plot from the separate 
magnitude and phase curves shown in 
Figure P10.2. [Section: 10.1] 

WileyPLUS 

CUE! 
Control Solutions 

*(S )+ /C* E(s) 

*w * 
50 

s(s + 3)(s + 6) 
C(s) 

System 1 

. 
50 

J 2 C ? + 1 ) 

(s + 4) 

C(s) 

System 2 

m±£ ?) 

1 
20 

s(s+ 1) 

(* + 3) 
(s + 4) 

C(s) 

R(s)+/<^ E(s) 

— r 

System 3 

100(5 + 5) 

i t?+ 3)(5-2+ 4) 

C(s) 

System 4 

FIGURE P10.1 

-10 

1° -20 
o 

-30 

0.1 10 
Frequency (rad/s) 

100 

-50 

100 

150 

0.1 1 10 
Frequency (rad/s) 

FIGURE PI 0.2 

100 



Problems 611 

7. Draw the separate magnitude and phase curves from 
the polar plot shown in Figure P10.3. [Section: 10.1] 
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FIGURE P10.3 

8. Write a program in MATLAB that JJ^iL 
will do the following: VlillP 

a. Plot the Nyquist diagram of a system 

b. Display the real-axis crossing value 
and frequency 

Apply your program to a unity feedback system with 

G(s) = 
(s2 + 6s + 100)(^2 + 4s + 25) 

*( ')+ /Ov . 

—, 

K(s2-4s+U) 
(s + 2)(s + 4) 

1 
s 

C(.s) 

System 2 

R(s) + AGN 

—,, 

(s-2) 
is +¾ 

GM 

WileyPLUS 

dp 
Control Solutions 

9. Using the Nyquist criterion, find out whether each 
system of Problem 5 is stable. [Section: 10.3J 

10. Using the Nyquist criterion, find the range wileypms 
of K for stability for each of the systems in > V W 
Figure P10.4. [Section: 10.3] control solutions 

*®+/ps 
-. 

K 
(5 + 2) 

1 
(s + 4)(.v + 6) 

C(s) 

r*— 

System 3 

FIGURE P10.4 (Continued) 

11. For each system of Problem 10, find the 
gain margin and phase margin if the 
value of K in each part of Problem 10 is 
[Section: 10.6] 

a. # = 1000 

b. K = 100 

c. # = 0.1 

12. Write a program in MATLAB that will Ĵ [iJL 
do the following: fl^IB 

a. Allow a value of gain, K, to be entered 
from the keyboard 

b. Display the Bode plots of a system for 
the entered value of K 

c. Calculate and display the gain and 
phase margin for the entered value 
of K 

Test your program on a unity feedback 
system with G(s) = K/[s(s + 3)(s + 12)]. 

13. Use MATLAB's LTI Viewer to find JJ2L 
the gain margin, phase margin, MfllJIM 
zero dB frequency, and 180° frequency for 
a unity feedback system with 

G(s) = 
8000 

> + 6)(s + 20)(s + 35) 

System 1 

FIGURE P10.4 (figure continues) 

Use the following methods : 

a. The Nyquist diagram 

b. Bode plots 
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14. Derive Eq. (10.54), the closed-loop bandwidth in 
terms of £ and u>n of a two-pole system. [Section: 
10.8] 

15. For each closed-loop system with the wileypius 
following performance characteristics, > V W 
find the closed-loop bandwidth: control solutions 
[Section: 10.8] 

a. f = 0.2, Ts = 3 seconds 

b. t = 0.2, Tp = 3 seconds 

c. Ts = 4 seconds, Tp ~2 seconds 

d. C = 0-3, 7V = 4 seconds 

16. Consider the unity feedback system of wileypms 
Figure 10.10. For each G(s) that follows, 6 1 3 9 
use the M and N circles to make a plot of Contro1 solutions 21. 
the closed-loop frequency response: 
[Section: 10.9] 

10 

c. Calculate and display the peak mag­
nitude, frequency of the peak magni­
tude, and bandwidth for the closed-
loop frequency response and the 
entered value of K 

Test your program on the system of Figure 
P10.5 for K = 40. 

m ,Y 
"1 
p. K(s + 5) 

s(s2 + 4s + 25) 

C(s) 

a. G{s) = 

b. G(s) = 

c. G(s) = 

5(5 + 1)(5 + 2) 

1000 

(̂  + 3)(5 + 4)(5 + 5)(5 + 6) 

50(5 + 3) 

5(5 + 2)(5 + 4) 

17. Repeat Problem 16, using the Nichols chart in place 
of the M and N circles. [Section: 10.9] 

18. Using the results of Problem 16, estimate the 
percent overshoot that can be expected in the 
step response for each system shown. [Section: 
10.10] 

19. Use the results of Problem 17 to estimate the 
percent overshoot if the gain term in the numer­
ator of the forward path of each part of the 
problem is respectively changed as follows: 
[Section: 10.10] 

a. From 10 to 30 

b. From 1000 to 2500 

c. From 50 to 75 

20. Write a program in MATLAB that will JjJJlJL 
do the following: ViJ^P 

a. Allow a value of gain, K, to be entered 
from the keyboard 

b. Display the closed-loop magnitude and 
phase frequency response plots of a 
unity feedback system with an open-
loop transfer function, KG(s) 

FIGURE P10.5 

Use MATLAB' s LTI Viewer with QuiTo0' 
the Nichols plot to find the WilljP 
gain margin, phase margin, zero dB fre­
quency, and 180° frequency for a unity 
feedback system with the forward-path 
transfer function 

G(s) = 
5(s+6) 

s(s2 + 4s + 15) 

22. Write a program in MATLAB that will MATLAB 

do the following: ViJ^P 

a. Make a Nichols plot of an open-loop 
transfer function 

b. Allow the user to read the Nichols 
plot display and enter the value 
of Mp 

c. Make closed-loop magnitude and phase 
plots 

d. Display the expected values of percent 
overshoot, settling time, and peak 
time 

e. Plot the closed-loop step response 

Test your program on a unity feedback 
system with the forward-path transfer 
function 

G(s) = 
5(s + e) 

s(sz + 4s + 15) 

23. 

and explain any discrepancies. 

Using Bode plots, estimate the transient response 
of the systems in Figure P10.6. [Section: 10.10] 
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RW + f?\ 
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lOOC.v + 2 ) 
s(s+l)(s + 4) 

C(s) 

System 1 

R(s) + (CXEif) 

— . 

50(5 + 3)(s + 5) 
s{s + 2)(s + 4)(s + 6) 

C(*) 

System 2 

FIGURE P10.6 

24. For the system of Figure P10.5, do the following: 
[Section: 10.10] 

a. Plot the Bode magnitude and phase plots. 

b. Assuming a second-order approximation, esti­
mate the transient response of the system if 
K = 40. 

e, 
MATLAB Use MATLAB or any other program 

to check your assumptions by sim­
ulating the step response of the system. 

25. The Bode plots for a plant, G(s), used W'leyPLUs 
in a unity feedback system are shown in 
Figure P10.7. Do the following: control solutions 

a. Find the gain margin, phase margin, zero dB 
frequency, 180° frequency, and the closed-loop 
bandwidth. 

b. Use your results in Part a to estimate the damp­
ing ratio, percent overshoot, settling time, and 
peak time. 

26. Write a program in MATLAB that MATLAB 

will use an open-loop transfer fluI^B 

function, G(s) , to do the 

following: 

a. Make a Bode plot 

b. Use frequency response methods to 
estimate the percent overshoot, set­
tling time, and peak time 

c. Plot the closed-loop step response 

Test your program by comparing the re­
sults to those obtained for the systems 
of Problem 23. 

27. The open-loop frequency response shown in Figure 
P10.8 was experimentally obtained from a unity 
feedback system. Estimate the percent overshoot 
and steady-state error of the closed-loop system. 
[Sections: 10.10, 10.11] 
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28. Consider the system in Figure P10.9. [Section: 10.12] 

*(*)+/< 

- r 
Delay 100 

(s + 5)(5 + 10) 
cm 

30. 

and a delay of 0.5 second, find the range of gain, 
K, to yield stability. Use Bode plots and fre­
quency response techniques. [Section: 10.12] 

Given a unity feedback system with the forward-
path transfer function 

FIGURE P10.9 

a. Find the phase margin if the system is stable for 
time delays of 0, 0.1, 0.2, 0.5, and 1 second. 

b. Find the gain margin if the system is stable for 
each of the time delays given in Part a. 

c. For what time delays mentioned in Part a is the 
system stable? 

d. For each time delay that makes the system un­
stable, how much reduction in gain is required for 
the system to be stable? 

29. Given a unity feedback system with the wHeyPtus 
forward-path transfer function 

Control Solutions 

U (5+1)(5 + 3)(5 + 6) 

G{s) = 
K 

^(5 + 3)(5 + 12) 

31 

32. 

and a delay of 0.5 second, make a second-order 
approximation and estimate the percent overshoot 
if K = 40. Use Bode plots and frequency response 
techniques. [Section: 10.12] 

Use t h e MATLAB f u n c t i o n pade (T, n) MATLAB 

to model t h e de l ay in Problem 30. ^ES^to 
Obta in t h e u n i t s t e p r e s p o n s e and 
e v a l u a t e your s e c o n d - o r d e r app rox ima t ion 
i n Problem 30. 

For the Bode plots shown in Figure PIO.IO, deter­
mine the transfer function by hand or via MATLAB. 
[Section: 10.13] 
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33. Repeat Problem 32 for the Bode plots shown in 
Figure P10.ll. [Section: 10.13] 

34. An overhead crane consists of a horizontally 
moving trolley of mass mr dragging a load of 

mass mc, which dangles from its bottom surface 
at the end of a rope of fixed length, L. The 
position of the trolley is controlled in the feed­
back configuration shown in Figure 10.20. Here, 
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G(s) KP{s),H = l,and 

XT(s) 1 
P(s) = 

FT (S) rriT s2 (s2 + acol) 

The input is fj{t), the input force applied to the 
trolley. The output is Xj{t), the trolley displacement. 

Also, coo = \IY aQd a = (mL mj)jm.T (Marttinen, 

1990) Make a qualitative Bode plot of the system 
assuming a > 1. 

35. A room's temperature can be controlled by varying 
the radiator power. In a specific room, the transfer 
function from indoor radiator power, Q, to room 
temperature, Tin °C is (Thomas, 2005) 

m = m 
\-6\<.2 -9> (1 x 10-°)s2 + (1.314 x 1 ( T > + (2.66 x 10 k-13> 

• » — 1 1 > s3 + 0.00163 s2 + (5.272 x 10~> + (3.538 x 10 

The system is controlled in the closed-loop configura­
tion shown in Figure 10.20 with G(s) = KP{s), H = 1. 
a. Draw the corresponding Nyquist diagram for 

K = l. 
b. Obtain the gain and phase margins. 
c. Find the range of K for the closed-loop stability. 

Compare your result with that of Problem 61, 
Chapter 6. 

36. The open-loop dynamics from dc voltage armature 
to angular position of a robotic manipulator joint is 

given by P(s) = / ^ ° ^ (Low, 2005). 

a. Draw by hand a Bode plot using asymptotic 
approximations for magnitude and phase. 

b. Use MATLAB to plot the exact JJ^iJL 
Bode plot and compare with CJ^JP 
your sketch from Part a. 

37. Problem 49, Chapter 8 discusses a magnetic levita-
tion system with a plant transfer function P(s) = 

~ (Galvao, 2003). Assume that the plant is 
s2 -8602 F 

in cascade with an M(s) and that the system will be 
controlled by the loop shown in Figure 10.20, where 
G(s) = M(s)P(s) and H = 1. For each M(s) that 
follows, draw the Nyquist diagram when K = 1, 
and find the range of closed-loop stability for 
# > 0 . 

a. M(s) = -K 

b.M(s) = -K{S 200) 

s + 1000 
c. Compare your results with those obtained in 

Problem 49, Chapter 8. 

38. The simplified and linearized model for the transfer 
function of a certain bicycle from steer angle (5) to 
roll angle (cp) is given by (Astrom, 2005) 

P(s) = 
<p{s) = l0(s + 25) 
8{s) s2 + 25 

Assume the rider can be represented by a gain K, 
and that the closed-loop system is shown in Figure 
10.20 with G(s) = KP(s) and H = 1. Use the 
Nyquist stability criterion to find the range of K 
for closed-loop stability. 

39. The control of the radial pickup position of a digital 
versatile disk (DVD) was discussed in Problem 48, 
Chapter 9. There, the open-loop transfer function 
from coil input voltage to radial pickup position was 
given as (Bittanti, 2002) 

m = 0.63 
0.36 
305.4 305.4' 

, 0.04 
1 +7rr77izs + 

248.2 248.2' 

Assume the plant is in cascade with a controller, 

0.5(^ + 1.63) 
M{s) = 

5(5 + 0.27) 

and in the closed-loop configuration shown in 
Figure 10.20, where G(s) = M(s)P(s) and H = 1. 
Do the following: 
a. Draw the open-loop frequency response in a 

Nichols chart. 
b. Predict the system's response to a unit step input. 

Calculate the %OS, cfinal, and Ts. 
c. Verify the results of Part b MATLAB 

u s i n g MATLAB s i m u l a t i o n s . 4 E 3 9 

40. The Soft Arm, used to feed people with disabilities, 
was discussed in Problem 57 in Chapter 6. Assuming 
the system block diagram shown in Figure P10.12, 
use frequency response techniques to determine the 
following (Kara, 1992): 

a. Gain margin, phase margin, zero dB frequency, 
and 180° frequency 

b. Is the system stable? Why? 
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Desired 
spoon 

position 
His) + 

Controller Robot arm 

Actual 
spoon 

~*l . 1000(5 + 0.01)(5 + 6) 
5(5 + 20)(5+100) 

— » • 
10 

s2+105 + 29 

C(.v) 

FIGURE P10.12 Soft Arm position control system block diagram 

Desired 
position Controller Motor and load 

i<g^ 100,000 
(5 + 500)(5 + 800) 

20,000 
5(5+100) 

FIGURE P10.13 Floppy disk drive block diagram 

Actual 
position 

Xds) 

41. A floppy disk drive was discussed in wileypms 
Problem 57 in Chapter 8. Assuming d E J 
the system block diagram shown in control solutions 
Figure P10.13, use frequency response techniques to 
determine the following: 

a. Gain margin, phase margin, zero dB frequency, 
180° frequency, and closed-loop bandwidth 

b. Percent overshoot, settling time, and peak time 
c. Use MATLAB to simulate the MATLAB 

closed-loop step response ^Km^P 
and compare the results to those ob­
tained in Part b. 

42. Industrial robots, such as that shown in Figure 
P10.14, require accurate models for design of high 
performance. Many transfer function models for 
industrial robots assume interconnected rigid bod­
ies with the drive-torque source modeled as a pure 
gain, or first-order system. Since the motions asso­
ciated with the robot are connected to the drives 
through flexible linkages rather than rigid linkages, 
past modeling does not explain the resonances 
observed. An accurate, small-motion, linearized 
model has been developed that takes into consider­
ation the flexible drive. The transfer function 

G(s) = 999.12 (s2 + 8.94^ + 44.72; 

[s + 20.7)(^2 + 34.8585 + 60.1' 

relates the angular velocity of the robot base to 
electrical current commands (Good, 1985). Make a 
Bode plot of the frequency response and identify 
the resonant frequencies. 

FIGURE P10.14 
memory units I 
© Corbis). 

Robot performing construction of computer 
£) Michael Rosenfield/Science Faction/ 

43. The charge-coupled device (CCD) that is used in 
video movie cameras to convert images into elec­
trical signals can be used as part of an automatic 
focusing system in cameras. Automatic focusing can 
be implemented by focusing the center of the image 
on a charge-coupled device array through two 
lenses. The separation of the two images on the 
CCD is related to the focus. The camera senses the 
separation, and a computer drives the lens and 
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(«) 
Desired 

lens 
position+ ^ 

-

Computer and CCD 
system 

m^K •X Eis) 

r 

—*- Amplifier 

(b) 

10 
s(s + 2)(5 + 10) 

— * • Motor and load 

C(s) 

Actual 

position 

(c) 

FIGURE P10.15 a. A cutaway view of a digital camera showing parts of the CCD automatic focusing system (© Stephen Sweet/ 
iStockphoto); b. functional block diagram; c. block diagram 

focuses the image. The automatic focus system is a 
position control, where the desired position of the 
lens is an input selected by pointing the camera at 
the subject. The output is the actual position of 
the lens. The camera in Figure PI0.15(a) uses a 
CCD automatic focusing system. Figure P10.15(b) 
shows the automatic focusing feature represented as 
a position control system. Assuming the simplified 
model shown in Figure P10.15(c), draw the Bode 

plots and estimate the percent overshoot for a 
step input. 

44. A ship's roll can be stabilized with a control system. 
A voltage applied to the fins' actuators creates a roll 
torque that is applied to the ship. The ship, in 
response to the roll torque, yields a roll angle. 
Assuming the block diagram for the roll control 
system shown in Figure P10.16, determine the gain 
and phase margins for the system. 

Desired Roll 

angle, 6d{s) + s~ •^ error. 9,.(s) 

9 

Transducer 

5 
Voltage 

Fin 
actuator 

0.5 
s + 4 

Torque 

Ship 
roll 

dynamics 

9 
s2 + 0.9s + 9 

Actual 
roll 

angle, 6>,(.s) 

FIGURE PI 0.16 Block diagram of a ship's roll-stabilizing system 
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45. The linearized model of a particular network link 
working under TCP/IP and controlled using a random 
early detection (RED) algorithm can be described 
by Figure 10.20 where G(s) = M(s)P{s), H = 1, and 
(Hollot, 2001) 

. , , , 0.005L 140625c -o.i? 

(5 + 2.67)(5+10) 

a. Plot the Nichols chart for L = 1. Is the system 
closed-loop stable? 

b. Find the range of L for closed-loop stability. 
c. Use the Nichols chart to predict % OS and Ts for 

L = 0.95. Make a hand sketch of the expected 
unit step response. 

d. V e r i f y P a r t c w i t h a S i m u l i n k Sjmulmk 
u n i t s t e p r e sponse s i m u l a t i o n . ^ E i ^ V 

46. In the TCP/IP network link of Problem 45, let 
L — 0.8, but assume that the amount of delay is 
an unknown variable. 
a. Plot the Nyquist diagram of the system for zero 

delay, and obtain the phase margin. 
b. Find the maximum delay allowed for closed-loop 

stability. 

47. Thermal flutter of the Hubble Space Telescope 
(HST) produces errors for the pointing control sys­
tem. Thermal flutter of the solar arrays occurs when 
the spacecraft passes from sunlight to darkness and 
when the spacecraft is in daylight. In passing from 
daylight to darkness, an end-to-end bending oscilla­
tion of frequency f\ rad/s is experienced. Such oscil­
lations interfere with the pointing control system of 
the HST. A filter with the transfer function 

Gf(s) = 
1.96(52 + 5 + 0.25){s2 + 1,26s + 9.87) 

>2 + 0.015^ + 0.57)(^2 + 0.0835 + 17.2) 

is proposed to be placed in cascade with the PID 
controller to reduce the bending (Wie, 1992). 
a. Obtain the frequency response of the filter and 

estimate the bending frequencies that will be 
reduced. 

b. Explain why this filter will reduce the bending 
oscillations if these oscillations are thought to be 
disturbances at the output of the control system. 

48. An experimental holographic media storage system 
uses a flexible photopolymer disk. During rotation, 

the disk tilts, making information retrieval difficult. A 
system that compensates for the tilt has been devel­
oped. For this, a laser beam is focused on the disk 
surface and disk variations are measured through 
reflection. A mirror is in turn adjusted to align with 
the disk and makes information retrieval possible. The 
system can be represented by a unity feedback system 
in which a controller with transfer function 

Gc(s) = 

and a plant 

P(s) = 

78.575(5 + 436)2 

(5 + 132)(5 + 8030) 

1.163 x 108 

53 + 962.552 + 5.958 x 1055 + 1.16 x 108 

form an open loop transmission L(s) = Gc(s)P(s) 
(Kim, 2009). 

a. Use MATLAB to obtain the JiS^L. 
system' s Nyquist dia- ^j^^P 
gram. Find out if the system is stable. 

b. Find the system' s phase margin. 

c. Use the value of phase margin obtained 
in b. to calculate the expected sys­
tem's overshoot to a step input. 

d. Simulate the system's response to a 
unit step input and verify the %OS cal­
culated in c. 

49. The design of cruise control systems in heavy vehicles 
such as big rigs is especially challenging due to the 
extreme variations in payload. A typical frequency 
response for the transfer function from fuel mass flow 
to vehicle speed is shown in Figure PI0.17. 

10-2 10° 

f(Hz) 

FIGURE P10.17 

UP 
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This response includes the dynamics of the 
engine, the gear box, the propulsion shaft, the dif­
ferential, the drive shafts, the chassis, the payload, 
and tire dynamics. Assume that the system is con­
trolled in a closed-loop, unity-feedback loop using a 
proportional compensator (van der Zalm, 2008). 

a. Make a plot of the Nyquist diagram that corre­
sponds to the Bode plot of Figure P10.17. 

b. Assuming there are no open-loop poles in the 
right half-plane, find out if the system is closed-
loop stable when the proportional gain K — 1. 

C. Find the range of positive K for which the system 
is closed-loop stable. 

50. Use LabVIEW w i t h t h e C o n t r o l ubviEW 
Design and S i m u l a t i o n Mod- ^K£flP 
u l e , and Ma thSc r ip t RT Module MATLAB 

and modify t h e CDEx Nyqu i s t 
A n a l y s i s . v i t o o b t a i n t h e 
range of K f o r s t a b i l i t y u s i n g t h e Nyquis t 
p l o t f o r any system you e n t e r . In a d d i t i o n , 
d e s i g n a LabVIEW VI t h a t w i l l a c c e p t as an 
i n p u t t h e po lynomia l numera to r and p o l y ­
nomial denomina tor of an o p e n - l o o p t r a n s ­
f e r f u n c t i o n and o b t a i n a Nyqu i s t p l o t 
fo r a v a l u e of K = 10, 000. Your VI w i l l 
a l s o d i s p l a y t h e f o l l o w i n g a s g e n e r a t e d 
from t h e Nyqu i s t p l o t : (1) g a i n margin , 
(2) p h a s e marg in , (3) z e r o dB f requency , 
and (4) 180 d e g r e e s f r equency . Use t h e 
system and r e s u l t s of S k i l l - A s s e s s m e n t 
E x e r c i s e 10.6 t o t e s t your V i s . 

51. Use LabVIEW w i t h t h e C o n t r o l J j ^ ^ 
Design and S i m u l a t i o n Mod- ^ K £ ^ P 
u l e , and M a t h S c r i p t RT Module M A ^ 
t o b u i l d a VI t h a t w i l l a c c e p t W d V 
an o p e n - l o o p t r a n s f e r f u n c t i o n , p l o t t h e 
Bode d iagram, and p l o t t h e c l o s e d - l o o p 
s t e p r e s p o n s e . Your VI w i l l a l s o u s e t h e 
CD P a r a m e t r i c Time Response . v i t o d i s p l a y 
(1) r i s e t i m e , (2) peak t i m e , (3) s e t t l i n g 
t i m e , (4) p e r c e n t o v e r s h o o t , (5) s t e a d y -
s t a t e v a l u e , and (6) peak v a l u e . Use t h e 
sys t em i n S k i l l - A s s e s s m e n t E x e r c i s e 10 . 9 
t o t e s t your V I . Compare t h e r e s u l t s o b ­
t a i n e d from your VI w i t h t h o s e o b t a i n e d i n 
S k i l l - A s s e s s m e n t E x e r c i s e 1 0 . 9 . 

52. The b l o c k d iag ram of a c a s c a d e MATLAB 

system used t o c o n t r o l water d U d ^ P 
l e v e l i n a s team g e n e r a t o r of a n u c l e a r 

power p l a n t {Wang, 2009) was p r e s e n t e d 
in F i g u r e P . 6 . 1 9 . I n t h a t sys tem, t h e 
l e v e l c o n t r o l l e r , GLC (s) , i s t h e m a s t e r 
c o n t r o l l e r and t h e f e e d - w a t e r flow c o n ­
t r o l l e r , GFC (s) , i s t h e s l a v e c o n t r o l l e r . 
Cons ide r t h a t t h e i n n e r feedback loop i s 
r e p l a c e d b y i t s e q u i v a l e n t t r a n s f e r f u n c ­
t i o n , Gm (s) . 

Us ing n u m e r i c a l v a l u e s i n (Wang, 2009) 
and (Bhambhani, 2008) t h e t r a n s f e r f u n c ­
t i o n s w i t h a 1 second p u r e d e l a y a r e : 

Gfw(s) = 

Gwx(s) = 

2 e 2-e 
5 ( 7 i 5 + l ) 5(255 + 1 ) ' 

(45 + 1) 
3(3.3335 + 1) ' 

GLC(s) = KPLC + KDLCS = 1.5(105 + 1 ) . 

Use MATLAB or any o t h e r p rogram t o : 

a. O b t a i n Bode m a g n i t u d e and p h a s e p l o t s 
f o r t h i s s y s t e m u s i n g a f i f t h - o r d e r 
Pade a p p r o x i m a t i o n ( a v a i l a b l e i n MAT­
LAB) . Note on t h e s e p l o t s , i f a p p l i c a ­
b l e , t h e g a i n and p h a s e m a r g i n s . 

b. P l o t t h e r e s p o n s e of t h e sys tem, c ( t ) , t o 
a u n i t s t e p i n p u t , r ( t ) = u ( t ) . Note on 
t h e c ( t ) cu rve t h e r i s e t i m e , Tr, t h e s e t ­
t l i n g t i m e , Ts, t h e f i n a l v a l u e of t h e 
o u t p u t , and, i f a p p l i c a b l e , t h e p e r c e n t 
o v e r s h o o t , %OS, and mid peak t i m e , Tp. 

c. Repea t t h e above two s t e p s f o r a p u r e 
d e l a y of 1.5 s e c o n d s . 

PROGRESSIVE ANALYSIS AND DESIGN PROBLEMS 
53. High-speed rail pantograph. Problem 21 in Chapter 1 

discusses active control of a pantograph mechanism 
for high-speed rail systems. In Problem79(a), Chapter 
5, you found the block diagram for the active panto­
graph control system. In Chapter 8, Problem 72, you 
designed the gain to yield a closed-loop step response 
with30% overshoot. A plot of the step response should 
have shown a settling time greater than 0.5 second as 
well as a high-frequency oscillation superimposed 
over the step response. In Chapter 9, Problem 55, 
we reduced the settling time to about 0.3 second, re­
duced the step response steady-state error to zero, and 
eliminated the high-frequency oscillations by using a 
notch filter (O'Connor, 1997). Using the equivalent 
forward transfer function found in Chapter 5 cascaded 
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with the notch filter specified in Chapter 9, do the 
following using frequency response techniques: 
a. Plot the Bode plots for a total equivalent gain of 

1 and find the gain margin, phase margin, and 
180° frequency. 

b. Find the range of K for stability. 
c. Compare your answer to Part b with your answer 

to Problem 67, Chapter 6. Explain any differences. 

54. Control of HIV/AIDS. The linearized model for an 
HIV/AIDS patient treated with RTIs was obtained 
in Chapter 6 as {Craig, 2004); 

Y(s) -520s - 10.3844 m= U\ {s) s* + 2.681752 + 0.11« + 0.0126 

a. Consider this plant in the feedback configuration 
in Figure 10.20 with G{s) = P{s) and H{s) = 1. 
Obtain the Nyquist diagram. Evaluate the sys­
tem for closed-loop stability. 

b. Consider this plant in the feedback configuration 
in Figure 10.20 with G(s) = -P{s) and H(s) = 1. 
Obtain the Nyquist diagram. Evaluate the system 
for closed-loop stability. Obtain the gain and 
phase margins. 

55. Hybrid vehicle. In Problem 8.74 MAOAB 

we used MATLAB to plot the S Q 9 
root locus for the speed con­
trol of an HEV rearranged as a unity-
feedback system, as shown in Figure 
P7.34 (Preitl, 2007). The plant and com­
pensator were given by 

£(5+0.6) 

and we found that K — 0.78, resulted in a 
critically damped system. 

a. Use MATLAB or any other program to plot 

i. The Bode magnitude and phase plots 
for that system, and 

ii. The response of the system, c(t), to 
a step input, r(t) = 4 u(t) . Note on 
the c(t) curve the rise time, Tr, and 
settling time, Tsf as well as the 
final value of the output. 

b. Now add an integral gain to the con­
troller, such that the plant and com­
pensator transfer function becomes 

G(s) = 
K1(s + Zc)(s+ 0.6) 

s(s+ 0.5858)(5+0.0163; 

K, 

G(s) = 
[s+ 0.5858)(5+0.0163) 

where ̂ =0.78 andZc=—=-= 0.4 . Use MAT-

LAB or any other program to do the 
following: 

i. Plot the Bode magnitude and phase 
plots for this case. 

ii. Obtain the response of the system to 
a step input, r(t) = 4 u(t). Plot 
c(t) and note on it the rise time, 
Tr, percent overshoot, %OS, peak 
time, Tp, and settling time, Ts. 

c. Does the response obtained in a. or b. 
resemble a second-order overdamped, 
critically damped, or underdamped re­
sponse? Explain. 

Cyber Exploration Laboratory 
Experiment 10.1 

Objective To examine the relationships between open-loop frequency response 
and stability, open-loop frequency response and closed-loop transient response, and 
the effect of additional closed-loop poles and zeros upon the ability to predict 
closed-loop transient response 

Minimum Required Software Packages MATLAB, and the Control 
System Toolbox 

Prelab 

1. Sketch the Nyquist diagram for a unity negative feedback system with a forward 
is 

transfer function of G(s) = —. -^-. —-. From your Nyquist plot, determine 

the range of gain, K, for stability. 
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2. Find the phase margins required for second-order closed-loop step responses 
with the following percent overshoots: 5%, 10%, 20%, 30%. 

Lab 

1. Using the SISO Design Tool, produce the following plots simultaneously for the 
system of Prelab 1: root locus, Nyquist diagram, and step response. Make plots for 
the following values of K: 50,100, the value for marginal stability found in Prelab 
1, and a value above that found for marginal stability. Use the zoom tools when 
required to produce an illustrative plot. Finally, change the gain by grabbing and 
moving the closed-loop poles along the root locus and note the changes in the 
Nyquist diagram and step response. 

2. Using the SISO Design Tool, produce Bode plots and closed-loop step responses 
for a unity negative feedback system with a forward transfer function of 

G(s) — ?- Produce these plots for each value of phase margin found 
.9(.9 + 10)^ 

in Prelab 2. Adjust the gain to arrive at the desired phase margin by grabbing the 
Bode magnitude curve and moving it up or down. Observe the effects, if any, 
upon the Bode phase plot. For each case, record the value of gain and the 
location of the closed-loop poles. 

3. Repeat Lab 2 for G(s) = 7^. 
S[S T tUJ 

Postlab 

1. Make a table showing calculated and actual values for the range of gain for 
stability as found in Prelab 1 and Lab 1. 

2. Make a table from the data obtained in Lab 2 itemizing phase margin, percent 
overshoot, and the location of the closed-loop poles. 

3. Make a table from the data obtained in Lab 3 itemizing phase margin, percent 
overshoot, and the location of the closed-loop poles. 

4. For each Postlab task 1 to 3, explain any discrepancies between the actual values 
obtained and those expected. 

Experiment 10.2 

Objective To use LabVIEW and Nichols charts to determine the closed-loop 
time response performance. 

Minimum Required Software Packages LabVIEW, Control Design and 
Simulation Module, MathScript RT Module, and MATLAB 

Prelab 

1. Assume a unity-feedback system with a forward-path transfer function, 

G(s) = -j-—FT- Use MATLAB or any method to determine gain and phase 

margins. In addition, find the percent overshoot, settling time, and peak time of 
the closed-loop step response. 

2. Design a LabVIEW VI that will create a Nichols chart. Adjust the Nichols chart's 
scale to estimate gain and phase margins. Then, prompt the user to enter the values of 
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gain and phase margin found from the Nichols chart. In response, your VI will produce 
the percent overshoot, settling time, and peak time of the closed-loop step response. 

Lab Run your VI for the system given in the Prelab. Test your VI with other 
systems of your choice. 

Postlab Compare the closed-loop performance calculated in the Prelab with 
those produced by your VI. 
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